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Figure 1: While prior systems focused on helping users explore a set of diverse ideas broadly, we present IdeaSynth, an

ideation tool that helps users more deeply develop an initial research idea into a concrete and specific research brief. Intuitively,

researchers often dissect projects into different facets to further develop them; IdeaSynth allows users to structure their idea

as faceted idea nodes, explore and evolve different variations, and, finally, compose them into a complete research brief.
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Abstract

Research ideation involves broad exploring and deep refining ideas.
Both require deep engagement with literature. Existing tools focus
primarily on broad idea generation, yet offer little support for iter-
ative specification, refinement, and evaluation needed to further
develop initial ideas. To bridge this gap, we introduce IdeaSynth,
a research idea development system that uses LLMs to provide
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literature-grounded feedback for articulating research problems,
solutions, evaluations, and contributions. IdeaSynth represents
these idea facets as nodes on a canvas, and allow researchers to iter-
atively refine them by creating and exploring variations and com-
binations. Our lab study (𝑁 = 20) showed that participants, while
using IdeaSynth, explored more alternative ideas and expanded
initial ideas with more details compared to a strong LLM-based
baseline. Our deployment study (𝑁 = 7) demonstrated that partici-
pants effectively used IdeaSynth for real-world research projects
at various ideation stages from developing initial ideas to revising
framings of mature manuscripts, highlighting the possibilities to
adopt IdeaSynth in researcher’s workflows.
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1 Introduction

Research ideation often starts with an initial spark of an idea [6].
However, the subsequent process of iteratively developing initial
ideas, often high-level and under-specified, into a well-specified
and structured research idea grounded by literature is equally im-
portant to the success of a research project [16, 25, 52, 54]. Un-
like initial research ideation, this process is often multi-faceted

with researchers explore and consider many variations of research
questions, methods, evaluation criteria, and contributions framing.
Through this process, researchers iteratively converge on a spe-
cific, well-explored, high-impact, and feasible research idea [25, 54].
However, this process is effortful, because it often involves both un-
derstanding of literature to generate variations for different facets
[30, 35], and also to compose different idea facets together to form
a coherent research idea [6].

Recent work has shown great promise of leveraging Large Lan-
guage Models (LLMs) to improve the initial stages of broad research
ideation [29, 36, 41, 44, 45, 49]. For example, tools that support lit-
erature sensemaking and discovery [29], generating new research
questions and ideas [36, 49], or critiquing and evaluating ideas
[46, 49]. However, while prior works highlight LLMs’ usefulness
in inspiring broad directions during early ideation, they do not
account for the further iteration and deeper development phase of
research ideation. As a result, using LLMs to support the process
of focused expansion and distilling initial research ideas into a
concrete and specific research idea is left largely under-explored.

In this work, we investigate the user needs and design oppor-
tunities to support researchers in the expansion and refinement

stages of research ideation. Through a formative study with eight
researchers, we identified three common pain points in researchers’
workflows. First, researchers struggled with expanding initial ideas
to concretely operationalize them into an executable project, which
also hindered their ability to evaluate their ideas’ novelty and fea-
sibility. Second, researchers felt unsupported in organizing and
evaluating multiple versions and iterations of their ideas. Third,
researchers who have tried to use LLMs for research ideation often
did not find the feedback helpful because it lacked the level of depth
and specificity needed for refining and iterating on ideas.

We address these three challenges by introducing IdeaSynth,
a research idea expansion and refinement system that facilitates
the user’s process of developing and experimenting with differ-
ent variations of a research idea. IdeaSynth focuses on further
evolving initial ideas by complementing human ideation with
literature-grounded suggestions, guiding researchers to expand,
explore, and connect their ideas, thereby enhancing the ideation
workflow through human-AI collaboration. The system features
a canvas interface that allows users to externalize variations of
different idea facets—such as research problem descriptions, pro-
posed methods, and evaluation approaches—as nodes on the canvas.
IdeaSynth’s LLM-powered idea refinement leverages the context
of a user-controlled scientific literature collection to help the user
refine individual facets and strengthen connections between facets.
Users can also create different idea paths that connect different
facets to generate a research brief

1

To evaluate IdeaSynth, we conducted a controlled lab study and
a field deployment study where participants used IdeaSynth to
develop research ideas. In the lab study (𝑁 = 20), 12 HCI and 8 NLP
researchers developed ideas using IdeaSynth and a strong baseline
system that shared a subset of IdeaSynth’s features. In addition,
seven of the participants also completed a subsequent field deploy-
ment study where they used IdeaSynth for three days to develop
research ideas from their own ongoing research projects. We found
that IdeaSynth allowed participants to expand and iterate on their
initial ideas, with details from the literature-grounded suggestions.
Participants also felt that by externalizing idea facets and their con-
nections, IdeaSynth supported them in considering more potential
idea directions, avoiding idea fixation, and feeling more confident
about their final idea. Through log analysis, we also identified be-
havioral differences where participants in the baseline condition
spent more time on writing based on their prior knowledge and
perceived the baseline AI assistance lacking for supporting ideation.
Further, participants in the field deployment study used IdeaSynth
across various stages of ideation, from initial project specification
to framing exploration on manuscripts. They saw it fitting into
their existing workflows by lowering the barrier for ideation, and
also envisioned using it collaboratively with others. We highlight
the implications of our findings by discussing the need to tailor AI
support for different research processes and diverse user needs. We
also identify potential limitations and ethical concerns of involving
LLM in the research ideation process, presenting caveats for future
system designs.

In summary, this paper makes the following contributions:
1In this paper, we refer to a research brief as a document that describes the necessary
facets of a research project, before any project execution. We further define the term
in Section 2.1.
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• A formative study that illustrates challenges researchers
face during ideation, including exploring different variations
of ideas, expanding on their initial insights, and eliciting
feedback from LLMs that help them to evaluate and refine
their ideas.

• Based on the above, we introduce IdeaSynth, a research
ideation tool that helps users expand and develop their initial
ideas, with:

(1) actionable, literature-grounded LLM-powered feedback
for idea expansion, refinement, and evaluation

(2) a canvas editor that allowed users to structure their re-
search idea as facet nodes and explore different variations,
alternatives, and compositions.

• A lab and a field deployment user study demonstrating how
IdeaSynth can assist users in expanding and refining re-
search ideas and how its designs and interactions can en-
hance real-world research ideation workflows.

2 Background and Related Work

2.1 Scientific Research Ideation process

Scientific research ideation is a non-linear complex process con-
sisting of multiple scientific tasks and activities [19]. To come up
with a new idea, researchers have to identify and prioritize inter-
esting research problems, form ideas to address selected problems,
compare the idea with existing literature, integrate new knowledge
to make sense of the relevant information space, and develop an
evaluation plan [24]. These tasks appear in different phases of a
research project and involve different cognitive processes.

In the beginning phase of scientific research ideation, researchers
mostly engage in problem identification and prioritization. This
early phase can involve “opening processes” of information-
seeking which includes both intentional and serendipitous starting
points [19]. Researchers generate and evaluate initial research ques-
tions [24]. Like in a typical ideation process, the initial phase is
associated with the divergent stage [42] where researchers can ben-
efit from exploring various research questions before committing
to a selected few [36, 37]. The outcome of this phase is mostly a set
of prioritized research questions that will be further explored.

After researchers decide on an idea to pursue, they start shaping
the idea into a research brief, sometimes called a research proposal.
In this paper, we define research brief as a description of a research
project before any execution (e.g., running an experiment, imple-
menting a system). A research brief helps make the research project
more concrete and is often used to communicate the ideas to others
for feedback. A research brief can include multiple ideas, ranging
from a research question or problem, a method, a hypothesis or
antithesis, and a theory [25]. For example, a research brief can
have a problem, a method, and a hypothesis with an experimen-
tal design. This research-brief-forming phase involves "orientation
processes" where researchers make their ideas more grounded and
concrete with literature-based evidences and details [19, 24]. Re-
searchers often consult existing literature to situate their ideas,
make the problem more specific, generate idea facets (e.g., method,
evaluation criteria), and evaluate idea facets and the resulting ideas
[30, 35]. This phase of idea generation, typically associated with the
converge stage [42], is especially important for research ideation

because of the potentially high costs of a research project. A well-
thought of research brief can ensure that resources are spent on
high-impact problems and facilitate idea communication.

2.2 Research ideation support with AI

2.2.1 Initial Idea Generation. Recent work on ideation informs
us of the potential and limitations of leveraging AIs for ideation
support. For example, prior work suggests that LLMs or humans
with access to LLMs can generate more novel ideas [43, 49, 59] and
higher quality ideas [20] than humans who do not use LLMs. While
the majority of prior work in this space suggests that providing AI
support during ideation is beneficial to users [20, 23, 24, 36, 43], a
few also pointed to potential risks of incorporating AI in ideation,
such as generating less original ideas [56]; less diverse ideas [2, 56];
and more fixation [56]. In sum, prior work points to how carefully
design UIs and interactions may be keys to successful integration
of AIs into the ideation process, and that failure to do so may incur
severe adverse effects.

More directly related to our work, multiple AI systems and in-
terventions have been tailored to support the initial broad ideation
of research ideas where “opening processes” happen. CoQuest
helps researchers generate research questions with an LLM-based
agent [36]. Many prior systems provided users with relevant in-
spirations instead of generating the ideas directly. For example,
helping users find relevant research analogies as inspirations [27];
generating personalized inspirations using LLMs with an evolving
knowledge graph [21]. However, most of prior systems only focused
on supporting initial broad ideation instead of further developing
them into a concrete research brief. For example, CoQuest only
supports generating research questions, but does not consider po-
tential solutions nor how to evaluate them to demonstrate impact
and contribution.

2.2.2 Idea Convergence, Evaluation, and Refinement. Some systems
focus support in the converging stage for evaluating research ideas.
Prior work has proposed ways to provide users with feedback for
generated ideas. Shaer et al. explores the application of LLMs to the
converging phase of brainwriting by using LLMs to help evaluate
the ideas based on their novelty, relevance, and insightfulness [46].
Liang et al. and D’Arcy et al. separatedly shows that language
models can generate helpful feedback on scientific papers [15, 33].
Lu et al. reports that automated paper evaluation has higher inter-
rater agreement than human evaluation [38]. Shen et al. provides AI
explanation dialogues to support human-AI scientific writing [48].
These findings suggest the potential for automatically evaluating
ideas. However, there are contradicting findings that caution against
relying too heavily on automated idea assessment. LLMs still cannot
evaluate research ideas consistently [49]. Moreover, evaluating
research ideas is a highly subjective task that can be affected by
evaluators’ preferences and experience. Human experts do not
always agree on the novelty of a research idea [49]. Higher inter-
rater agreements of LLM ratings [38] do notmean that the generated
ratings capture the intrinsic quality of an idea. Moreover, the format
of research ideas that get evaluated in prior work are mostly short
text description [36] or a writeup on the formal level of a published
paper [11, 33]. Informed by these prior work, instead of producing
evaluation scores, IdeaSynth gives actionable suggestions that
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help users decide on what to do to improve their ideas. In contrast
to full research papers describing a completion work, we aim to
help user produce research briefs that are less formal and more
succinct compared to full papers. Yet, compared to broad research
ideas that most prior work aimed to target (e.g., generate research
questions), research briefs are more specific and detailed, which
have different implications for evaluation.

Another research thread explores how to help researchers refine
existing ideas. SCIMON compares a given research idea, speci-
fied by faceted context (e.g., methods, problems), to existing lit-
erature and automatically updates the idea if it is too similar to
existing work [57]. ResearchAgent, an LLM-based research idea
writing agent, generates research ideas by adding an idea facet at a
time starting from problem, method, to experiment design [5]. Re-
searchAgent also provides review, feedback and ratings of an idea
and automatically updates some ideas based on the feedback [5].
While ResearchAgent divides idea generation into facets, they have
to be generated in a fixed sequence, unlike in IdeaSynth that gives
users the freedom to generate idea facets in any order. IdeaSynth
also allows users to apply context to specific facets instead of the
whole idea. Acceleron, an LLM-based system provides a prompt
template that helps users rewrite a research proposal based on iden-
tified gaps in literature [41]. Similarly, PaperRobot [58] incremen-
tally generate paper titles and abstracts based on existing papers.
However, Acceleron and PaperRobot generate research artifacts
with an initial idea description and little human involvement, which
is different from the approach of supporting researchers develop a
more detailed research brief in IdeaSynth.

3 Formative Study

We conducted a formative study with 8 HCI and NLP researchers
(5M, 3F) both to understand the challenges in existing ideation
workflows and also to identify design opportunities for enhancing
research ideation with AI. The study consists of a walk-through of
participant’s existing artifact of a past or ongoing research project
(e.g., research project proposals and running project notes docu-
ments), followed by a live ideation session using a Wizard-of-Oz
(WoZ) prototype that leveraged an off-the-shelf research support
tool. Finally, we conclude the study with a semi-structured post-
interview.

We recruited Ph.D. students and postdoctoral researchers
through our organization’s Slack channels and through personal
connections. We focused our recruitment on researchers who were
actively involved in project ideation and could provide detailed
accounts of their workflows. Demographic details of our partici-
pants can be found in Appendix A. We selected participants on a
first-come, first-serve basis, and kept recruitment open during our
study until we reached data saturation.

All studies were facilitated by two members of the research
team and conducted virtually via Google Meet. Each study was
around 60 minutes in length and was divided into 3 parts. To ground
the study to real-world research projects, prior to the study, we
asked participants to submit a project document—a running artifact
with project updates, ideas, links, meeting notes, and more. This
artifact was the central focus of Part 1 of the study, where we

asked participants about how they sourced and developed their
ideas, challenges with ideation, and their use of AI tools in research.

In Part 2, participants completed an interactive activity with
a WoZ design probe. We leveraged Google Docs2 and Perplexity
AI3 to power the “system interface” and “LLM-based intelligent
support” aspects of ourWoZ study, respectively. Specifically, Google
Docs’ real-time collaboration features enabled the study facilitator
to populate content to the shared document in real-time from a
different computer; and Perplexity AI’s ability to search the web and
provide functional links for academic papers could help us better
understand the design opportunities of a research ideation system
connected to an academic database. The probe’s interface consisted
of two side-by-side Google Docs. One of the Docs (the “ideation
doc”) contained three initial research ideas we pre-generated by
prompting Perplexity AI with participants’ research interest from
the recruitment survey as well as attachments of 1–3 of their recent
publications (§B). The other Doc (the “output doc”) is used as aWoZ
AI-ideation support system that displayed AI outputs. During the
study, participants could trigger an “AI assistant” in the ideation
doc by prefacing a request with a “!” command, after which a study
facilitator (i.e., one of the authors) would manually forward the
request to Perplexity AI and then paste its output back into the
output doc. Participants spent around 25 minutes working with
the probe to further develop a research idea. They had the freedom
to build on one of the three ideas presented to them, use some
combination of those ideas, or ignore them altogether. This activity
endedwhen the participant wrote a short paragraph about their idea
outlining aspects that may include a research question, methods,
related work, and expected outcome.

We concluded with Part 3, an exit interview in which partici-
pants reflected on their experience using the design probe and how
it differed from their typical workflows. They also shared feedback
on the probe and discussed desirable ways of interacting with AI
in ideation support tools.

After the formative study, the first author analyzed the tran-
scripts with open coding followed by thematic analysis [8, 13] to
identify key themes, focusing on common challenges participants
faced. Tentative themes were discussed and iterated upon with the
larger research team at weekly meetings to arrive at our final set
of themes. The codebook can be found in Appendix C. Below, we
describe the common themes we found in our analysis:

3.1 Challenge 1: Expanding Initial Ideas to

Concrete Projects

While prior works on ideation emphasized on supporting broad
ideation and exploring diverse directions [36, 46], participants from
our study also point to scenarios where they were already settled
on a broad direction but struggle to further develop them into a
concrete research project. Further, many said that they often do not
lack interesting broad initial research ideas to pursue. However, they
pointed to how it is often more challenging to expand their initial
ideas due to uncertainty over how to concretely operationalize
them. Participants also highlighted difficulties in measuring the

2https://docs.google.com/
3Perplexity AI with Academic Focus has capability of conducting web search focused
on scientific publications: https://www.perplexity.ai/

https://docs.google.com/
https://www.perplexity.ai/
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novelty of their ideas as they often have broad topics of interests
but without specific idea facets (e.g., designs and methods, how to
evaluate, specific impacts, and broader contributions) to solidify
the project. P2 felt “initially there’s a lack of clarity into what the

proposed approach would look like so it’s hard to talk about it in a

very concrete way. Because I am not sure what the core components of

my approach will be. It’s hard to even express it in writing.” Moreover,
the process of narrowing down a broad range of thoughts to an
operationalized project idea is inherently difficult. P3 expressed
that “narrowing it [initial idea] down to the one operationalizable

research hypothesis...is what takes the maximum amount of effort.”

Understanding existing literature deeply is crucial for evaluat-
ing ideas but poses significant challenges. As P2 noted, starting a
project without a comprehensive literature review makes it hard
to confidently discuss existing gaps. The overwhelming volume
of related works make it even more difficult to ensure all relevant
literature is covered (P4). Researchers often feel insecure about the
novelty and impact of their ideas, relying on validation from peers
and advisors, who may point out limitations in impact or feasibility
(P5). This presents the need for literature-grounding and feedback
to contextualize and iterate during the idea expansion process.

3.2 Challenge 2: Exploring Variations and

Iterations of Ideas

When further developing an initial idea into a concrete research
project brief, participants reported a common strategy of exploring
variations and different framings. However, they faced challenges
in evaluating multiple versions and iterations of their ideas. P6
often developed early prototypes of several ideas, setting aside
those that do not work for later reconsideration. They often present
multiple variations to peers and advisors to get feedback, which
allowed them to identify blind spots and pivot between directions.
P5 described that they will “try to have more than one base idea, like

two or three, just so that when I do get the opportunity to talk with

my advisors...if one is a dead end we can talk about others as well...I

try to create a few variations of each base idea.”

This iterative process often involves extensive documentation,
such as slide decks with updates and meeting notes, long-running
documents with figures and summaries, and detailed research pro-
posals with multiple versions and planning scenarios (P4, P5). Man-
aging the context of multiple ideas stemming from the same seed
idea is particularly challenging, as researchers struggle to track var-
ious developments and inspirations that are not immediately within
the current scope (P1). The spatial fragmentation of notes and the
need to link external resources further complicate the organization
and evaluation of ideas (P1).

3.3 Challenge 3: Receiving Useful Support from

LLMs

Reflecting on interacting with our WoZ prototype during the study
and their own experience using LLM-based tools for ideation, par-
ticipants felt that existing tools do not provide a useful level of
specificity and literature-relevance in their feedback. For example,
P5 felt that the AI often reiterates the same points without adding
substantial new insights, failing to clarify concepts or identify spe-
cific details needed to refine ideas. P4 proposed that researchers

would benefit from AI providing fair and critical feedback, asking
research questions, and offering critiques rather than simply af-
firming ideas. Furthermore, using AI for literature review tends
to lead to reiterations of known information without providing
the motivational context or the “why” behind certain approaches,
which is crucial for ideation (P3).

Interaction paradigm with AI is another area of concern. While
most participants (𝑛 = 5) agreed that conversational interaction
with AI is useful, typing natural language requests may not always
be the preferred interaction method. Instead, participants desired al-
ternative designs where AI support could be more active and in-situ
within their artifacts and workspaces but without being disruptive
(P2, P5). Additionally, AI suggestions often lack literature context
or history, making it hard for researchers to see and understand the
relevance of the suggestions (P7). In terms of agency and ownership,
participants highlighted that they prefer using AI to inspire ideas,
assist in study design, and spark further development rather than
generating final outputs (P3, P5).

3.4 Design Goals

Based on the challenges identified by our formative study, we for-
malize three design goals corresponding to each of the challenges
listed above:

• DG1: Better support for further developing an early stage
research idea into a concrete research brief through reflection
and evaluation. (Challenge 1). We observed the need for
support with idea expansion rather than idea generation. We
thus aim to provide better tools to make ideas more detailed
and concrete so that researchers can operationalize them.

• DG2: Help users explore and evaluate different variations
of an idea by analyzing their strengths and weaknesses and
visualizing the connections between ideas facets (Challenge
2). Researchers found it difficult to manage idea iterations
and fragmented notes while working in linear artifacts
(e.g., documents, slides). New, non-linear interfaces may be
needed to help researchers visualize and make sense of rela-
tionships between various idea components.

• DG3: Enhance the specificity and relevance of LLM sup-
port by grounding the response in relevant information in
literature and focusing on inspiring users to develop their
idea further (Challenge 3). Researchers often found LLM
outputs too generic to be useful. This may be because LLMs
did not encode the necessary domain-specific knowledge
during training or require user guidance in accessing less
well-represented knowledge in training data. We thus in-
crease relevance and specificity by leveraging users’ existing
collections of related literature to ground LLM responses.

4 IdeaSynth

Based on our design goals, we present IdeaSynth (Fig. 2), a re-
search idea development system that helps scholars expand and
refine their initial ideas. The system represents idea facets as linked
nodes on a canvas, visualizing the logic relationships and forming
a tree-like information structure for the user’s ideation context
(DG2). IdeaSynth also provides contextualized feedback at the
node level and for the overall idea canvas based on the collected
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Figure 2: IdeaSynth’s system UI screenshot. On the left is the Literature Review Panel 1○, where the user can search and add papers to
the collection, and generate literature summary and analysis. In the middle is the Idea Node Canvas 2○, where the user can externalize idea
facets as nodes and explore and expand ideas in a tree-like hierarchical structure. The nodes are semantically zoomed out to display the
idea canvas. Full UI and functionality of the node can be found in Figure 5. On the right is the Research Brief Panel 3○, the user can select
multiple nodes and generate a coherent research brief that describes the selected ideas facets (Expanded UI in Fig.6).

papers (DG3), enabling users to iteratively enrich ideas, explore
alternatives, and connect facets to create a coherent research brief
(DG1). We chose the research brief as the system’s output due to
its utility in communicating and refining research projects, as it
encapsulates core ideation activities such as defining a problem,
method, and hypothesis.

4.1 User Scenario and SystemWalk-through

In this section, we use a user scenario to walk through various
features and design of IdeaSynth.

4.1.1 Literature-based broad ideation. An HCI researcher is brain-
storming a new project on using AI to assist with fictional character

development in creative writing. She begins with a literature review,
which helps refine her research question to: “How can we use AI

to generate interesting fictional characters for writers?”. However,
she faces challenges in narrowing the project scope to propose
novel contributions and worries about prematurely focusing on a
potentially underdeveloped idea.

4.1.2 Decomposing initial idea into idea facet nodes and adding
relevant papers. The researcher decides to use IdeaSynth to further
develop and refine her research idea. She first created a “Problem
Description and RQ” node on the canvas interface and entered her

research question (Fig.4. 1○). This node represents a “facet” of the
idea. Then, using the paper search function, she adds the papers
she collected during her literature review into the paper collection
tray (Fig.3. 1○ 2○). This way, IdeaSynth could better understand
her mental model and provide more contextualized feedback as
she continue to develop her idea. She also uses the “Recommend
papers” button to find additional relevant papers and expand her
literature review (Fig.3. 2○). She can add as many papers as she
wants as long as each paper’s content and generated summaries fit
the LLM context window (around 300 pages for gpt-4-turbo).

To obtain an overview of the collected papers, she generates an
AI literature summary and analysis (Fig.3. 4○ 5○). The system pro-
vides a one-paragraph summary and a tailored analysis that draws
connections between nodes on the canvas and specific sections of
relevant papers. From the summary, she gains a deeper understand-
ing of the challenges around evaluation from a prior work that
also focused on AI writing assistants and explored mechanisms of
using AI to drive fictional character development. Clicking on the
paper icons in the summary opens the referenced papers in the
collection tray for further reading. Beyond showing connections
between prior work and the canvas, the literature analysis also
provided actionable next step suggestions for expanding the ideas
on the canvas. For example, she could drag a suggestion block onto
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Figure 3: Literature Review Panel. This is a scrollable side-panel. The figure expands the panel to two columns (flow from left to right)
to display all components. The user can 1○ search and add papers, and use Recommend Papers to expand the collection 2○. They can 3○
pose targeted questions about details in the paper or inquire about their idea nodes. On the right column, the user can generate an overall
literature summary based on the paper collection 4○, and an analysis that connects key paper sections to the idea nodes on the canvas 4○. In
our evaluation, the baseline system contains only the functionalities in the left column (Section 5.1.2).

the canvas to generate a chain of nodes that represent a new idea.
For now, she decides to first explore and expand upon her initial
research question.

4.1.3 Further developing the idea by exploring facet node varia-
tions. Returning to her initial RQ facet node, she writes down two
more detailed research questions in the node: “How to design a feed-

back mechanism that helps writers develop fictional characters?” and
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Problem Description and RQ

Balancing AI Creativity and Authorship

Proposed Design & Solution

Interactive AI-driven Character Editor

Implement an interactive tool where writers can dynamically 
modify AI-suggested characters, integrating real-time feedback to 
refine arcs and traits, based on techniques from ‘AI as an Active 
Writer: Interaction Strategies with Generated Text in Human-AI 
Collaborative Fiction Writing’ (2023).

AI-Driven Character Complexity 
Enhancement

Multi-Modal AI-Driven Character 
Generator

Evaluation Method

Evaluating AI-driven Character Development

Implement an interactive tool where writers can dynamically 
modify AI-suggested characters, integrating real-time feedback to 
refine arcs and traits, based on techniques from ‘AI as an Active 
Writer: Interaction Strategies with Generated Text in Human-AI 
Collaborative Fiction Writing’ (2023).

Contribution and Impact

Impact of Real-time Feedback in Character Creation

Implement an interactive tool where writers can dynamically 
modify AI-suggested characters, integrating real-time feedback to 
refine arcs and traits, based on techniques from ‘AI as an Active 
Writer: Interaction Strategies with Generated Text in Human-AI 
Collaborative Fiction Writing’ (2023).

Comparative Analysis of AI vs 
Traditional Methods

Real-time Feedback Impact 
Assessment

Impact of AI on Creative Writing 
Practices

Cultural Impact of AI-Enhanced 
Writing Tools

Problem Description and RQ

How can we use AI to generate interesting fictional 
characters for writers?

How to design a feedback mechanism that helps writers develop 
fictional characters? And what are the impacts on the writing 
process and the outcome of the created characters?

Get AI Suggestion

Could you specify what types of feedback mechanisms you 
envision integrating into the AI system for character 
development? Understanding the nature of these mechanisms 
will help align your research with studies like ‘Social Dynamics of 
AI Support in Creative Writing’    , which explores the interaction 
dynamics between creative writers and AI.

Regenerate Current Research Component

Suggestions for Selected Node

Consider integrating a feature that allows writers to provide real-time feedback on AI suggestions, similar to the adaptive mechanisms discussed by Yang, Which could help the system learn from each interaction to improve future suggestions.

The connection is strong. To further enhance it, ensure that the 
interactive AI-driven Character Editor is designed to systematically 
incorporate user feedback in a way that directly influences the AI’s 
learning process, thereby improving the quality and relevance of 
character development suggestions over time.

User puts initial idea in a 
node and get suggestions

1 User adopts suggestion and 
adds a connected Problem 
Description and RQ node

2

User validates the 
connection between idea 

facets using the edge 
suggestion

4

User dragged the 
Node Suggestion to 

create a chain of 
nodes

5

User expands idea 
and generates three 
proposed design and 
solution nodes based 

on the RQ

3

Figure 4: Node Canvas UI demonstrating the user scenario workflow. The HCI researcher starts by entering her initial idea in a blank
node 1○. Then, she uses Get AI Suggestions to receive feedback. IdeaSynth prompts the researcher to clarify the problem description
and scope, and also proposes an alternative research question. She adopts the suggestion and generate another node 2○. To further expand
on her idea, the researcher explored other idea facets and generated three nodes on proposed design and solution 3○. She evaluated the
nodes and used the edge to validate the connection between the design and the problem 4○. To examine the particular node, the researcher
expands the left arrow menu to view node-based literature analysis that connects the idea facets to key sections from the collected papers.
The node literature analysis also offers actionable suggestions, which she uses to drag and create a chain of subsequent nodes to ideate on
the evaluation and contribution 5○.
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“What are the impacts on the writing process and the outcome of the

created characters?” (Fig.4. 1○). She uses “Get AI Suggestions” to
receive feedback. IdeaSynth first presents a clarifying question to
ask the researcher to specify what aspects of the writing process
she would like to focus on, with examples such as initial character
creation or continuous character development throughout writing.
The suggestions also reference relevant papers with findings on
how writers seek feedback.

Based on this suggestion, she iterates on her research question to
center around “character creation aligned with a plot narrative vision
in early writing”. She also reads a suggested paper in-depth and
gains insights on existing writer feedback mechanisms. She then
toggles to view another AI suggestion. This time, IdeaSynth pro-
poses an alternative research question to consider how to balance AI

creativity and authorship, a key issue illustrated by a paper she had
previously added to the system. The researcher finds the research
question inspiring as she has previously not considered the trade-
off in authorship. This time, she uses “Generate Alternatives”
feature to create new nodes that explore variations of this suggested
research question. She incorporates the generated node on investi-

gating the author’s creative control and authorship and connects it
with her first node (Fig.4. 2○).

4.1.4 Creating connections between nodes to explore their relations.
She then uses the downward arrow menu at the bottom of the two
“Problem Description and RQ” nodes to explore other idea facets
(i.e. “Proposed Design and Solution”, “Evaluation Method”, and
“Contribution and Impact”). First, she uses IdeaSynth to generate
multiple “Proposed Design and Solution” nodes with the prompt
“interactive AI system for character building with author feedbcak”

(Fig.4. 3○). The generated nodes are color-coded by idea facet and
linked to their original nodes. The researcher evaluates each design:
she finds the first two compelling—one is a character editor with
real-time AI feedback, and the other enhances character complexity
by analyzing literary databases. She finds the third, a multi-modal
character generator, interesting but beyond the project’s scope
and deletes it. She then examines the connecting edges between
nodes to validate their relevance to the original research questions,
checking the logical strength of the node connection and receiving
suggestions for improving it (Fig.4. 4○). The researcher sees that the
connections to the two proposed designs are strong, and adopts
one of the edge suggestions by further specifying how the AI learns
and incorporates writer’s feedback.

The researcher can also use the left arrow menu to review an
automatically generated literature analysis specific to the current
node (Fig.4. 5○, Fig.5. 6○). Similar to the literature analysis on the side
panel, this analysis extracts relevant paper sections that connect to
the existing idea facet and proposes next step actions. This node-
level analysis provides more granular feedback on each idea facet,
helping the user iterate on the idea and receive inspirations for
expanding their ideas based on prior works. The researcher finds
the suggestion to evaluate AI character creation across different
writing styles compelling. She drags this suggestion to create a chain
of “Evaluation Method” and “Contribution and Impact” nodes, and
links them to existing idea nodes. (Fig.4. 5○).

At this point, she wonders how previous works conducted their
human evaluations, so she types a targeted literature query in

the “Q&A with AI” interface and receives a response (Fig.3. 3○).
IdeaSynth synthesizes the response based on the evaluation meth-
ods it summarized from each paper. The response lists out the
human evaluation method from the collected papers: one paper
included an interview with 20 writers on their preferences for AI
versus human support, while another paper developed a web appli-
cation and collected feedback from writers through a “finish each
other’s story” approach, among others. The researcher notes down
these literature-driven insights as she progresses in her project
ideation.

4.1.5 Generating research briefs by exploring different node composi-
tions. Using IdeaSynth’s tools, the researcher refines node content
with AI suggestions, deepens her literature understanding through
summary and Q&A capabilities, and broadens her research ideas
by exploring alternative approaches via distinct idea facets, ulti-
mately resulting in a more well-defined project. After decomposing
her initial idea into different facet nodes and generating variations
for each, she feels she has sufficiently explored the problem space.
She then selects a path of idea facet nodes that encapsulates the
research project to generate a research brief on the right-side panel.
The brief compiles these facets into a cohesive document, with the
corresponding nodes highlighted (Fig.6). The researcher shares the
research brief with her collaborators to further discuss this project
idea. She can also return to the canvas to develop multiple clusters
of ideas, creating multiple research briefs to continue ideation. The
canvas space, then, functions as a mind map and preserves the
ideation context within this broad topic.

4.2 Node-based Idea Canvas

IdeaSynth is built around a node-based canvas, where each node
represents a distinct idea facet. We specifically define four types
of idea facets: Problem Description and Research Question, Proposed
Design and Solution, Evaluation Methods, and Contribution and Im-

pact. These idea facets are chosen as prior works have commonly
identified them as critical components that represent the research
idea in various formats, such as research paper [10, 26, 39], research
proposal [52], or abstract [3], across different scientific domains.
We omitted other potential facets such as evaluation results, or
limitations as they cannot be concretely described in early research
ideas without execution. Users can select the different idea facet
types via a drop-down-menu (Fig.5. 1○) as they see fit.

The node representation decomposes the research idea into a
digestible format for iteration and evaluation. Each node on the can-
vas offers specific functionalities designed to facilitate interaction.
Users can freely edit the node title and content (Fig.5. 2○). They can
also link nodes together to form logical connections between them.
Each edge is color-coded to represent the strength of the connec-
tion (color gradient: red=weak, green=strong) and can be expanded
to display text suggestions to enhance the coherence between the
connected nodes (§I.5). Users can manually create idea facets by
right-clicking on the canvas. Or they can use IdeaSynth to gen-
erate new idea facets by adopting node suggestions (Fig.5. 4○ 6○)
or manually selecting a facet type (or the same type via “Generate
Alternatives”) at the node menu (Fig.5. 5○). A new node is gener-
ated based on the context of the current node and any directly
linked nodes. The user can use an additional prompt to steer the
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Most Relevant Sections to Selected Node

Professional Writers’ Perspectives on AI Tools

Creative Writing with an AI-Powered Writing Assistant: Perspectives 
from Professional Writers

Suggestions for Selected Node

Incorporate findings from Gero et al. to ensure that your AI 
system respects the individual needs and values of writers, 
possibly through customizable settings that allow writers to 
specify their preferences for AI interaction.

Problem Design and Solution

AI-Driven Character Complexity Enhancement

Implement an AI system that enhances character complexity by 
analyzing successful character arcs from a broad literary 
database, applying machine learning to integrate these insights 
into new character creations, as suggested by insights from 'AI 
as an Active Writer: Interaction Strategies with Generated Text 
in Human-AI Collaborative Fiction Writing' (2023).

Get AI Suggestion

To refine your current design, consider how the AI System’s 
analysis of successful character arcs might integrate different 
cultural and genre-specific elements from the broad literary 
database. How will the system ensure diversity in character 
complexity? Referencing ‘Creative Writing with an AI-Powered 
Writing Assistant: Perspectives from Professional Writers’      may 
provide insights into handling diverse writer expectations and 
narrative styles.

Regenerate Current Research Component

Generate Alternatives

Evaluation Method

Problem Description and RQ

Contribution and Impact

Additional prompt...

1

2

3

6

5

4

Figure 5: Idea Node UI. In IdeaSynth, idea facets are represented as nodes. The user can select the type of idea facet 1○ using a drop-down
menu, the left border is color-coded based on the facet type. The user can enter a node title to represent the key theme of this node, and
describe the idea in more details in the node content text field 2○. The user can view node-level AI suggestions in the form of clarifying
questions, idea alternative, and idea expansion 3○. They can manually adopt the suggestion to use the action button to let IdeaSynth execute
4○. On the four sides of the node, there are expandable menus. User can use the purple buttons to generate idea facet nodes in a hierarchical
structure. The user can optionally enter a prompt to steer the generation 5○. The left expandable menu reveals the node-level literature
analysis, which connects the idea facet to relevant paper sections and provide suggestions 6○.

generation. Informed by our formative study finding, IdeaSynth
allows researchers to start their ideation with any node type, giv-
ing the user control to flexibly navigate the ideation process to
diverge, converge, and iterate on any idea facets based on their
needs. IdeaSynth also features semantic zooming to hide node
details when users zoom out. The tree-like vertical node structure
reflects the progression of a research concept from initial stages to
a more refined, comprehensive research brief.

After sufficient idea expansion and exploration, users can select
multiple nodes and generate a research brief (Fig.6, §I.6). This brief
integrates the content of each selected node while maintaining the
hierarchical connections between idea facets, ensuring that the
decomposed ideas and their relationships are preserved. By doing
so, the system helps users translate structured representations of
ideas into a text-based one for further development or presentation.

4.3 Methods for Generating

Literature-Grounded Feedback

To provide contextualized feedback for the user’s ideas like shown
in the scenario, IdeaSynth implements an LLM-powered system
that grounds its generation based on the collected papers (DG3).
The system allows users to construct a paper collection through
a search bar (Fig.3. 1○) connected to the Semantic Scholar API4,
which retrieves the details and metadata (title, authors, TL;DR,
abstract, etc.) of the paper results based on a search query. The
search result contains real papers from a open scientific literature
dataset. Once the user collects an initial set of papers, they can use
the “Recommend Paper” function (Fig. 3. 2○), which uses the Paper
Recommendations API5 to suggest more relevant papers based on a
literature knowledge graph using the existing collection as positive
examples, as per [12].

4https://api.semanticscholar.org/api-docs/
5https://api.semanticscholar.org/api-docs/recommendations#tag/Paper-
Recommendations/operation/post_papers/

https://api.semanticscholar.org/api-docs/
https://api.semanticscholar.org/api-docs/recommendations#tag/Paper-Recommendations/operation/post_papers/
https://api.semanticscholar.org/api-docs/recommendations#tag/Paper-Recommendations/operation/post_papers/
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Figure 6: Research Brief Panel. The user can select multiple nodes on the canvas and generate a research brief on the right panel. The
research brief takes content from idea facets and connections and transform them into coherent writing. When focused on the brief, the
included nodes and edges are highlighted on the canvas. The user can create multiple research briefs in separate tabs.

To ensure that IdeaSynth generates useful suggestions
grounded by the collected papers, each paper added by the user
goes through additional processing. The system first scrapes the
paper PDF file (if open-access) and extracts the full text of the paper
using GROBID [1], an open source library specialized to extract
information from technical and scientific publications. We then
provide the full text of the paper and perform retrieval-augmented
generation (RAG) using gpt-3.5-turbo to query and summarize
specific facets of the paper, including the research question, the
proposed design and solution, the evaluation method, the contribu-
tion and impact, and the limitations and future works (§I.2). If the
paper full text is not available, the system falls back to the abstract
and TL;DR summary to use as context. We use a lower-tier LLM
for RAG with paper-length text to reduce cost and response delay.
To mitigate LLM hallucination, we delegate the task of finding re-
lated paper to their ideation to the researcher, with the support of
algorithm-based search engine (i.e. Semantic Scholars) that yields
real paper information. The user is able to collect any interesting
papers relevant to their ideation topic, including works from their
own discipline or other domains. IdeaSynth only processes and
summarizes paper information from the list of papers added by
the user using IdeaSynth and never refer to papers beyond this
collection to avoid false source of information.

Based on the paper collection enhanced with summaries of spe-
cific facets, IdeaSynth dynamically incorporates relevant papers or
facets to guide generations for idea refinement (DG1) and explore
the information space (DG2). IdeaSynth generates LLM sugges-
tions to scaffold the research ideation process at two abstraction
levels. Overall, at the node canvas level, IdeaSynth allows the user
to generate a one-paragraph literature review summary based on

all the collected papers (Fig.3. 4○, §I.8). The system additionally an-
alyzes the literature using the current ideation progress, including
all the node and edge contents on the canvas as context (§I.9). The
literature analysis generates several comparisons between collected
papers and idea facets, each identifying the key section (i.e. facet)
in a particular paper and highlighting the connection to the idea
facets (Fig.3. 5○). IdeaSynth also provides actionable suggestions
for the user to iterate on existing idea facets or generate new ones,
such as dragging the suggestion element onto the canvas to auto-
matically generate a chain of nodes that executes on the suggestion
(§I.4). Additionally, the Q&A interface allows users to ask targeted
questions about specific details in the collected papers or inquire
about ideas represented on the canvas (Fig.3. 3○, §I.7).

As for the idea nodes, IdeaSynth offers three types of node
suggestions: idea iteration, idea alternatives, and idea expansions
(Fig.5. 3○, §I.3). To help refine and iterate on the user’s idea (DG1),
the system asks clarifying questions to prompt deeper reflections
and more detailed descriptions, encouraging users to address po-
tential challenges based on existing works. To facilitate idea explo-
ration (DG2), IdeaSynth suggests alternative variations for the
current idea facet to broaden the user’s exposure to research ques-
tions, designs, evaluation methods, and more. It also recommends
ways to expand between idea facets, such as proposing solution
designs for a given research question or deriving research ques-
tions linked to an evaluation method. Users can manually adopt
these suggestions or let IdeaSynth generate them automatically,
with options to customize the prompts. For each node, the system
generates a node-specific literature analysis based on its content
and type, leveraging relevant collected papers and suggesting ac-
tions for further iteration or expansion (Fig.5. 6○, §I.10). Through
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these methods, IdeaSynth dynamically grounds LLM generation
in the user’s collected literature at both the canvas and node lev-
els. This provides users with actionable and contextually relevant
suggestions for refining, expanding, and iterating on research ideas.

4.4 Implementation Details

IdeaSynth is implemented as a web application. The backend was
implemented in Python using Flask. The frontend used the React
framework in Typescript. We used LangGraph 6 to instantiate an
LLM instance with memory of past interactions and generations.
We used gpt-4-turbo with default parameter values supported
by LangGraph (termprature= 0.7). However, IdeaSynth is de-
signed to be model-agnostic and our key contribution is on the
human ideation workflow enhanced by incorporating LLM assis-
tance. We adopted common prompt strategies like chain-of-thought
and few-shot prompting, which yielded higher quality results from
our testing. All LLM prompts used in the system are included in
Appendix I.

5 Study 1: Comparative Lab Study

To evaluate the usability and utility of IdeaSynth, we first con-
ducted a within-subjects laboratory study where participants de-
veloped research ideas using IdeaSynth and a baseline system. We
formulated the following research questions:

• RQ1: How does the node-based canvas interface allow users
to explore and connect different idea facets?

• RQ2: How does the externalization of idea facets help the
expansion and refinement of initial research ideas?

• RQ3: How do LLM-generated suggestions grounded on col-
lected papers help the user understand the literature space
and evaluate their research ideas?

• RQ4: How does the user experience of research ideation
using IdeaSynth compare to using a standard LLM-based
tool?

5.1 Study Design

5.1.1 Participants. We recruited 20 researchers (11M, 8F, 1 non-
binary) who are pursuing or have completed their Ph.D. degrees
(i.e., graduate students and postdocs) in Computer Science through
posting recruiting messages in Slack channels of several research
institutes. We targeted scholars who were actively engaging in
research ideation and project development. In total, twenty partici-
pants were recruited, of which 12 were in the field of HCI and 8 in
the field of NLP. Thirteen participants have 2–5 years of research
experience, six have more than 5 years of research experience,
and one has less than 1 year of experience. From the entry sur-
vey, all participants described literature review and discussion with
peers/advisors as a part of their research ideation process. Twelve
participants mentioned writing a research plan or proposal as a
part of their ideation, utilizing different tools for documenting ideas
and related work notes (e.g. Google Doc, Notion, Obsidian, etc.)
Participant demographics can be found in Appendix D.

5.1.2 Conditions. The study adopts a within-subjects design with
two conditions: IdeaSynth and a strong baseline. Simulating a

6https://github.com/langchain-ai/langgraph

common practice reported by participants in the formative study,
the baseline system implements a word editor7 where participants
can develop their research ideas. To further control the task goal,
the baseline editor provided an initial writing template contain-
ing section headings corresponding to the idea facet categories in
IdeaSynth. The baseline condition also contained a subset of fea-
tures in IdeaSynth. Specifically, a literature review panel (Fig.3.left
column) with identical paper search and recommendation features
to support literature understanding. The baseline system also pro-
vided LLM assistance through the same Q&A interface. The user
can ask targeted inquiries regarding the collected papers or free-
form questions about their research ideas similar to using tools like
ChatGPT. The two systems share identical underlying LLM setup
and system prompt. The LLM in the baseline is supplemented with
the same paper metadata and the writing editor content as context.
Additionally, the baseline contains an “AI Assist Writing” but-
ton in the editor, which will generate a revised research brief based
on the user’s writing and attached it at the end of the editor. This
function uses the same prompt (§I.6, but with editor content as con-
text) as the “Generate Research Brief” function in IdeaSynth
that transforms idea facet nodes into a coherent writing.

5.1.3 Tasks. Each participant was asked to develop research ideas
based on two provided broad topics. For HCI researchers, we iden-
tified a main theme of human-AI interaction and two task topics:
“AI-augmented Tool for Creativity” and “Human-AI Collaboration in

Data Anlaysis”. For NLP researchers, we chose the theme of LLM
evaluation, with the two task topics being “LLM-as-a-Judge” and
“Biases in LLMs”. The task themes cover a wide range of concepts
and specific domains to provide sufficient freedom for researchers
in different areas to develop research ideas. We did not let partici-
pants ideate on their existing research projects as there might be
variance in the stage of ideation between projects and participants.

5.1.4 Procedure. We control for the learning and ordering effects
by counterbalancing the system condition and task topic order (2×2)
independently for the HCI participant group (𝑛 = 12) and the NLP
participant group (𝑛 = 8). The participants were first given a brief
introduction on the goal of the study and a task instruction sheet
(Appendix E). For each task, they first watched a short tutorial
of the assigned system (IdeaSynth or baseline), then spent 30
minutes to develop their research idea on the assigned task topic.
When there were 5 minutes left, participants were reminded to
make final changes to their idea and converge on a research brief
as the task deliverable. After each task, participant filled out a
survey to evaluate the quality of their research idea and record their
perception about the use experience and the task workload. At the
end of both tasks, we conducted a semi-structured interview where
participants reflected on their overall experience and compared the
ideation process using both prototypes. The study was conducted
remotely using video conferencing software. Each session lasted
around 90 minutes, and participants were compensated for $75 USD.
The study was approved by our internal review board.

7https://quilljs.com/

https://github.com/langchain-ai/langgraph
https://quilljs.com/
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5.2 Measures and Analysis Procedure

We collected both users’ perception and behavioral data to conduct
a comprehensive analysis on the usage of IdeaSynth. Quantita-
tively, we analyzed the post-task survey responses. The survey
consists of 7-point Likert scale questions on the user’s perception
towards their level of literature understanding, idea refinement,
and idea expansion they were able to achieve during the task. Ad-
ditionally, the survey includes questions from NASA-TLX [22] on
perceived workload, trust, and five questions asking the participants
self-assess the quality of their final research idea in five dimensions:
novelty, impact, specificity, feasibility, and relevance, defined by
prior work [17]. We pre-selected four key metrics from the survey
for statistical testing using a MANOVA test to account for multiple
comparisons. The four key metrics were selected because they were
either common and important aspects when evaluating research
proposals (i.e., impact and feasibility) or closely related to our de-
sign goals based on our formative study (i.e., confidence in literature
understanding and sufficiently explored and evaluated alternatives).
The full list of survey questions and results are presented in Ap-
pendix G. In addition, we analyzed the interaction logs from the
sessions to measure the quantity and types of actions taken (e.g. add
a paper to collection, get AI suggestion, user typing, etc.) and cap-
ture behavioral differences. We used Wilcoxon signed-rank tests
for pairwise two-condition comparisons for independent Likert
scale survey questions (Fig. 8) and T-test for temporal data. For the
qualitative data, the first author performed thematic analysis on
the interview transcripts and iterated on the themes with the other
authors through discussion. We report the synthesis of our themes,
denoting HCI participants from H1–H12 and NLP participants from
N1–N8; our full themes can be found in Appendix F.

5.3 Results

5.3.1 IdeaSynth helped users better explore alternative
ideas and navigate the idea space (RQ1). Based on the sur-
vey response, participants felt they more sufficiently explored and
evaluated alternative versions of their research ideas in IdeaSynth
(𝑚𝑒𝑎𝑛 = 5.40, 𝑆𝐷 = 1.50) than the baseline (𝑚𝑒𝑎𝑛 = 3.65, 𝑆𝐷 = 1.60,
𝑝 < 0.01), as shown in Fig 7. H3, H10, H12, and N3 stated that the
baseline system, due to its editor-like interface, did not encour-
age exploring alternative ideas but pushed them to develop their
initial idea in depth. However, the lack of exploration could lead
to idea fixation (H3). In contrast, fourteen participants mentioned
that the support for suggesting and generating alternative nodes in
IdeaSynth led them to explore more adjacent and complementary
idea facets. H1, H2, H6, and H11 attributed the enhanced process of
exploration to the structured layout with horizontal levels of nodes
for each idea facet, visualizing the connections between ideas. N6
thought IdeaSynth help them “find the connection between two

nodes and this feature can help you discover something you didn’t

recognize before.” H7 demonstrated the process of expanding and
developing an abstract idea into a concrete research brief. They
initially created a “Contribution and Impact” node with a general
idea to help people understand their health data. Utilizing node-
level literature suggestions, H7 generated multiple separate paths of
nodes with other complementing facets. Then, H7 connected idea
facets that were interesting to them to synthesize their proposed

solution in a research brief, including designing an AI health assis-
tant across multiple sensing devices and integrating staged-based
model to structure interactions across data collection, integration,
reflection, and action.

The ability to evaluate multiple generated idea facets based on
collected papers broadened participants’ perspectives (H1, H12).
H1 claimed that “since [IdeaSynth] actually generated new ideas

and suggested some papers based on some of my prompts, it actually

broadened my understanding on the area.” Sometimes, the genera-
tion of alternative ideas inspired users to extend their ideas with
details they haven’t considered. H8 reflected that through using
IdeaSynth, their research idea “grew into providing more details or

sometimes, an angle that I hadn’t thought about.” Participants also
reported going through a converging stage during idea exploration.
N3 felt like the alternatives generated by IdeaSynthwere “more out

of my scope and out of my expectations. So that’s good. Not necessarily

means that those ideas are good but still it elicits some new thoughts

in me. That’s also indirectly helping me to find some good directions.”

H2 expressed that they were more confident in their own idea after
generating and evaluating alternatives, pruning irrelevant nodes,
and converging on the scope of the idea. For participants who
ideated on unfamiliar topics (H9, H4), the AI suggestions helped
them explore and better understand the information space. For
example, H9 began an ideation session on using AI for painting, an
unfamiliar topic for them. By searching related works and review-
ing literature summaries, they gained insights into how AI-driven
approaches influence traditional artistic processes. H9 organized
their ideas into two branches, exploring both the benefits and risks
of AI-assisted painting. Using insights from the collected papers,
they generated “Problem Description and RQ” nodes, evaluated
artists’ perceptions of AI, and iteratively refined their exploration.
This process culminated in a tree-structured canvas, from which
H9 selected key facets to craft the final research brief.

Despite the benefits in promoting exploration and ideation,
IdeaSynth has some limitations. Four participants (H1, H12, N5,
N6) noted that the system’s node-based layout displayed dense
information that increased their mental workload. For example,
H12 expressed that navigating through numerous suggestions re-
quired extra effort to sift through and prioritize relevant ideas and
occasionally felt “a bit overwhelming”. On the other hand, this senti-
ment was not reflected in the survey results (IdeaSynth :𝑚𝑒𝑎𝑛 =

4.35, 𝑆𝐷 = 1.73, 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 :𝑚𝑒𝑎𝑛 = 4.55, 𝑆𝐷 = 1.64, Fig.8), suggest-
ing that balancing the costs and benefits of the node-based layout
and combined with other features of IdeaSynth, the overall mental
workloads were comparable. Finally, one of the participants (N5,
an algorithm researcher), preferred the traditional writing-centric
approach, such as using physical pen and paper, which might be
specific to research areas like algorithm design where the tactile
process of sketching out ideas and deriving mathematical equa-
tions felt more intuitive. These observations suggest that, while
IdeaSynth supports ideation effectively, its design could be op-
timized to balance idea generation with cognitive load, as well
as consider researchers’ needs in different domains. We further
discussed this idea in the Discussion and Future Work section.

5.3.2 IdeaSynth helped users expand and iterate on ideas
(RQ2). Almost all participants (𝑛 = 17) reported that they were
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Figure 7: Key Survey Responses Participants generated research briefs after 30 minutes of ideation with each of the two systems.
Participants self-assessed their research brief and rated their user experience and perceived workload after each task. We pre-selected
four key measures and conducted a MANOVA test to correct for multiple comparisons, identifying a statistically significant difference
(𝑚𝑎𝑛𝑜𝑣𝑎𝐹 = 3.30, 𝑝 < 0.05∗) between IdeaSynth and the baseline on the combined dependent variables of Impact, Feasibility, Literature
Grounding, and Sufficient Exploration. We separately report full survey questions and results in Appendix G.

able to more effectively expand their initial research idea with ad-
ditional details with IdeaSynth. This was supported by the survey
responses (IdeaSynth :𝑚𝑒𝑎𝑛 = 6.05, 𝑆𝐷 = 0.89,𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 :𝑚𝑒𝑎𝑛 =

4.45, 𝑆𝐷 = 2.04, Fig.8). Many participants (𝑛 = 11) attributed this
to being able to break down their ideas into multiple facets using
the node representation. Upon connecting facets to compose them,
H7 felt more motivated to expand their idea: “once you have that

initial idea to start with, that’s when I can see potential for a new

node, ... I can imagine each node being a research question and other

nodes which are connected to it through edges,...[it’s] motivating [as]

that’s when I would actually pay attention to the connections.” One
instance that demonstrates IdeaSynth’s assistance in expanding
and iterating on ideas is H8’s exploration of using AI to generate
fictional characters’ key story moments based on a general descrip-
tion. By evaluating IdeaSynth’s node suggestions, H8 iteratively
expanded the scope of their research idea to focus on elevating
narrative flexibility in creative writing, envisioning an interactive
character editor powered by LLM-driven complexity enhancement.
Additionally, alternative nodes generated by IdeaSynth helped H8
identify and integrate the balance between AI creativity and human
authorship as a critical “Problem Description and RQ” node—an
aspect of the research they had not initially considered but later
incorporated into their research brief.

Similarly, N6 leveraged IdeaSynth to refine their initial idea of
reducing cultural bias in LLMs. Building on IdeaSynth’s sugges-
tions, they connected two “Proposed Design and Solution” facets:
one focusing on semantic data augmentation and the other on a
cultural bias feedback loop. Through IdeaSynth, N6 identified the
opportunity to quantify the effectiveness of data augmentation by
integrating an iterative feedback loop that combined both facets. In-
spired by this connection, N6 iterated on the node contents to detail

a human evaluation system for dynamically tuning data parameters
based on feedback, adding depth to their research direction. Com-
paring IdeaSynth to the baseline system, H3 said that IdeaSynth
“was more targeted in a sense that they [ideas] were separated into

the specific things that I had to include in the research brief so I can

iterate on one component much easier,” whereas the baseline “just
provided general summary that was very general.”

The majority of participants (𝑛 = 13) also found that the AI
suggestions for each idea facet in IdeaSynth were helpful for iter-
atively refining their ideas. N2 felt that the suggestions “motivated

[them] to think of more details” from their original idea description
via clarifying questions. H5 experienced “more control on itera-

tion... after I learn more about this topic, I can add more details...

it’s definitely easier to focus on a specific aspect, easier to iterate

on that specific node.” H9 also reflected that the node connections
were helpful for iterating on an idea as the suggestions are “con-
stantly poking holes and connections, and finding ways to make more

connections...while also strengthening my proposal.” In contrast, par-
ticipants felt that AI suggestions in the baseline system were more
like summarization rather than ideation (H8, N4, N8), similar to
interacting with tools like ChatGPT (H5, H8, N4, N6), despite using
the same underlying LLM and system prompt in both conditions.

5.3.3 Similar literature search behaviors but IdeaSynth’s
facet-specific summaries and suggestions can surface unex-
pected connections to prior work (RQ3). In general, partici-
pants (𝑛 = 12) found the literature review panel in both conditions
helpful for exploring related works and gaining an overview of
the papers to provide a foundation for research ideation. We did
not find a significant difference in users’ confidence in understand-
ing the literature in the post-task survey across two conditions.
The behavioral logs also showed that participants spent similar
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percentages of their task duration searching and reading paper in-
formation (IdeaSynth = 9.75%, 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 = 11.7%), and we did not
identify a significant difference in the number of papers collected
(IdeaSynth = 5.60, 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 = 6.05, 𝑝 = 0.63). This is unsurprising
as both systems included the same literature search features.

However, some participants (𝑛 = 7) found IdeaSynth, with the
addition of literature summary and analysis generation at both the
canvas-level and node-level, more helpful compared to the baseline.
IdeaSynth summarized the collected papers based on the defined
idea facets. H7 found it helpful to seek literature support for ideating
specific facets in their ideas: “I think that’s what I need when I’m

brainstorming or ideating. I am confident enough inmymethods to not

need help...but I think even then this is summarizing motivation...that

was pretty helpful.” N4 commented that “the option to generate a

summary of various paper and...being able to see some connection

between the two papers is very interesting and not something that I

saw before.” Similarly, N7 felt that “[IdeaSynth] was much better at

not just giving you a summary of papers ... it’s... connecting the dots

for you.”

IdeaSynth additionally presented relevant paper information
for individual nodes. H4 commented that “just being able to ex-

plore different types of suggestions was super useful...be able to toggle

through and see how it was bringing up some of the literature that I

had collected.” H4 felt that the literature-grounded AI suggestions
helped them maintain context of relevant works and prevented
idea fixation: “It’s mostly to offer suggestions and things that wasn’t

immediately thinking about. It just helps to prevent myself from pi-

geonholing because it will point out different papers that I couldn’t

just think of referencing immediately that strengthen the research

idea...Or talking about related work that I could build upon instead of

starting from scratch.”

Yet, some participants (𝑛 = 6) shared that the features in
IdeaSynth and the baseline do not replace the literature review pro-
cess of actually reading the papers. H4 commented that “I trust the
[literature] summaries, but I don’t trust that it’s done an exhaustive

search of papers yet.” Participants found the LLM-generated sugges-
tions based on collected papers can sometimes still be too broad
(H6, H10), not entirely trustworthy (N7, H11), and over-reliant on
the scope of the collected papers, placing the effort on the users to
find a representative initial set of papers (N3, N7, H10). We note
that the main focus of IdeaSynth is not on literature discovery or
understanding. We incorporated basic paper search and summary
functionalities as literature review plays an important role in re-
search ideation. Future work can explore how to better integrate
literature review with research ideation.

5.3.4 Participants gained increased benefits fromAI support
in IdeaSynth and spent less time writing from prior knowl-
edge (RQ4). To identify the differences in user behavior between
the two conditions, we analyzed the interaction log from the user
study sessions, where we recorded timestamped user or system
actions. We recorded overt actions such as clicking on buttons to
trigger system features (e.g. “Get AI Suggestions”, Q&A, search
paper), users’ typing traces (e.g. writing research ideas in node
content, or in the editor document). We further grouped actions as
user-driven actions, such as writing and reviewing literature, or AI-
assisted actions, such as generating a response to the user’s prompt,

which is present for both conditions, or generating new nodes in
IdeaSynth. We find that the participants utilized the AI assistance
more frequently in IdeaSynth than in baseline. On average, they
spent 36.8% of their time during each task on AI-assisted actions in
the treatment condition and 12.9% in the baseline condition. This
is expected as IdeaSynth integrates more LLM-based features to
provide suggestions and scaffold idea expansion and exploration
throughout the ideation process.

In contrast, participants spent a significantly larger portion of
time writing in the baseline without utilizing features from the
system. On average, they spent 19.2% of the time for each task on
writing actions in IdeaSynth (writing node title, node content,
editing generated research brief) and 64.8% of time writing (writ-
ing in the document interface, editing AI-revised research brief
generated using “AI Assist Writing”) in the baseline condition.
Participants’ uninterrupted writing sessions were also longer in the
baseline. Analyzing at the action level, an uninterrupted writing
action (i.e., no switching to other actions) in baseline lasted on
average 124.3 seconds, compared to 51.5 seconds in IdeaSynth.
However, participants engaged in similar total numbers of discrete
writing actions (IdeaSynth = 121, 𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 = 125), making smaller
writing edits for each decomposed idea facet in IdeaSynth, but
wrote more extensive passages in the baseline. While spending
more time on writing is not necessarily a hindrance to ideation, the
document interface in the baseline did not provide users with ade-
quate support for simultaneous divergent exploration of multiple
ideas, according to some participants (𝑛 = 9). H10 remarked that
they “mostly just used the [baseline] to basically prosify the idea that

[they] already had, or maybe flesh it out in a little bit more detail,

but not necessarily as much to consider alternatives.” Similarly, H3
recalled that while using the baseline system, they were “kind of
fixated on a design and it’s too much work [to enter] in the whole thing

into the assistant [Q&A interface] and ask it for different alternatives.

So I just click on the ‘AI assist writing’ to make it to polish the research

brief instead of trying to do more ideation.”

5.3.5 Participants felt IdeaSynth improved task success, but
further study is required to evaluate research idea quality.
Participants rated their perceived level of success in accomplish-
ing the task slightly more highly in IdeaSynth (𝑚𝑒𝑎𝑛 = 5.15,
𝑆𝐷 = 0.81) than the baseline (𝑚𝑒𝑎𝑛 = 4.55, 𝑆𝐷 = 1.23, 𝑝 < 0.05
using independent Wilcoxon signed-rank test, Fig.8). In the com-
bined dependent variable, which included Impact and Feasibility as
key measures for research brief quality, we identified a significant
difference (Fig.7) for IdeaSynth over baseline. However, measur-
ing participants’ ratings on the five dimensions—Novelty, Impact,
Specificity, Feasibility, and Relevance (full definitions in Appendix
5)—independently, we did not identify a significant difference be-
tween conditions for any metrics. This might be due to the nature
of uncertainty in the research ideation. The comparison of ideas
might also be affected by the anchoring effect of the initial insight
participants chose to develop. N5 expressed difficulty in evaluating
their ideas in both conditions: “I think the task [of rating idea qual-
ity] is honestly a little hard...the questions I answered about feasibility

or specificity, it wasn’t about the system that I used, it’s just that

particular idea that I came up with.”
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We wanted to capture participants’ initial perceptions of the
research ideas they developed in a controlled lab setting. However,
evaluating research ideas and predicting research outcomes are diffi-
cult [49], even when reviewing complete paper submissions [4, 47].
Qualified experts are difficult to recruit and can still face difficulties
in judging the quality of a research idea as evaluation criteria can
be perceived highly subjectively [7, 49, 50]. To further investigate
the naturalistic usage and ecological validity of IdeaSynth, we
conducted a deployment study described in the following section.
We further discuss the need for an end-to-end study to predict the
ideation outcome in the Discussion.

6 Study 2: Field Deployment Study

To further investigate how scholars would use IdeaSynth
to develop real-world research ideas organically, we deployed
IdeaSynth and invited participants from the lab study to continue
using the tool on their own computers. Participants were asked to
use the tool for at least three days, for at least one hour in total
usage, and return for a 15-30 minutes follow-up interview. All seven
participants (D1-D7; 3 in the field of HCI and 4 in NLP) completed
the deployment study and were compensated $25 USD for their
time. The first author conducted thematic analysis on the interview
transcripts[8, 13] (Appendix H). Below we report our findings.

6.1 Deployment Study Results

6.1.1 Participants used IdeaSynth for research ideas in dif-
ferent phases of ideation. While we focused the design of
IdeaSynth on supporting idea expansion and refinement, in a
field setting, participants tested the system across a wider range of
the ideation phase. Predominantly, participants used IdeaSynth for
two primary tasks: research ideation and literature understanding.
For research ideation, participants were able to apply IdeaSynth
to their research projects in various stages of development. D1,
D3, and D7 explored early insights in IdeaSynth and expanded
them into more concrete structured research ideas. D3 described
their process as “[like] I was having a discussion with my super-

visor, I think we have a rough idea right now... I was trying to do

some research ideation because I don’t really know anything about

[topic]...it [IdeaSynth] gives me a general thinking flow, there’s prob-

lem, research question components all the other stuff. So it gives me

a complete research ideation process and the proposal.” Similarly,
D7 found the tool “convenient because I’m sort of in the midst of a

brainstorming phase for a different project. So mostly I just used it to

sort of help me come up with ideas to think about different ways of

framing, research questions, different methods to use.” Some partici-
pants (𝑛 = 3) externalized their existing ideas using the node-based
canvas and examining the connections between idea facets to re-
flect on their existing ideas more clearly. D4 applied IdeaSynth
on an idea where they already drafted the paper on and “already

have a structure of how the research should go. And these texts [on

the idea facet nodes] are filled by myself. And this time I focused on

using the relationship [node edges] and I feel pretty surprised. I think

this one really works pretty good. It gives me some suggestions...and it

tells me the strengths of the connection.” Despite further developing
a more mature research idea, D4 found benefits using IdeaSynth:
“my idea wasn’t this complex at the very beginning. It really helped

me to make my ideas completed with many branches and I was able

to derive something pretty useful.” D2 also utilized the tool for an
ongoing project: “I was trying to use the tool to help me with related

work and how I might design evaluations.” On the other hand, most
participants (𝑛 = 5) found utility in contextualizing their research
ideas using IdeaSynth’s literature search and summary functional-
ities. For instance, D6 commented “because I have a paper deadline,

I was trying to use the tool to more strengthen, like contextualize my

paper in the HCI literature .”

6.1.2 IdeaSynth fits into researchers’ ideationworkflow and
can be used long-term. We also collected participants’ response
on how IdeaSynth can fit in their research workflow and what
some envisioned use cases are. Most participants (𝑛 = 5) expressed
interests to continue using IdeaSynth for research ideation. D4
felt that the workflow of the tool was “fun to use” and that “one of
the biggest contributions of this tool is it brought the barrier in my

mind to start a research or start thinking or initiating this process

way easier...and this fun or kind of excitement of using this tool to

exploring project ideas makes me more like to do it.” D3 and D7
commented that even without the AI features, they would consider
using IdeaSynth’s representation of idea facets to organize and
structure their ideas to stimulate thinking. Over the course of the
entire research process, D5 suggested they could use the tool to
perform “periodic checkpoints in the projects’ lifespan where you force

yourself to think at a more high level... and how this fits into the larger

narrative.” D1, D2, and D6 also see potential in using IdeaSynth
as a form of collective ideation tool, where researchers can share
and iterate on the ideation canvas with collaborators.

6.1.3 Participants viewed IdeaSynth as an assistant to sup-
port and advocated for human involvement during ideation.
Regarding the role of LLMs in research ideation, most participants
(𝑛 = 4) expressed some level of concerns on the trustworthiness of
LLM-generated literature summaries and research ideas. D1 experi-
enced a conflict for adopting the literature findings presented by
IdeaSynth directly and continue with ideation or verifying them
by reading the paper, sharing concerns on potential “misinterpreta-

tion” of collected papers. D4 felt that in general, “we cannot 100%
believe that something that has been generated and click next”, citing
worries about hallucination. D2 echoed the concern on generated
ideas. Despite using ChatGPT in their research, they “don’t ask

LLM to generate ideas for me...I do kind of worry about the novelty

variation from the LLM. I didn’t trust that it can actually evaluate

the novelty.”

For all participants (𝑛 = 7), an ideal workflow collaborating with
IdeaSynth or AI systems in general consists of using LLM tools
to assist and support the researchers in their ideation process. D6
expressed that while LLM can be useful for exploring ideas, to make
decisions and evaluate the ideas, “human need to be more involved

rather than just 99% using the tool.” Likewise, D7 reflected that “it’s
[IdeaSynth] most useful just as a way to sort of stir the mental pot.

Even if I don’t find myself directly wanting to copy some of the sugges-

tions...I like having that explicit graph structure and sort of explicitly

generating alternatives...it sorts of get things bubbling a bit more

mentally and forces you to reconsider things.” We further describe
the study implications for future human-AI research support tools
and the risks of using LLM for research ideation in the Discussion.
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7 Discussion and Future Work

7.1 Tailoring AI Support to User Needs across

Different Stages of Research Ideation

Our findings highlight that users desire varying levels of AI support
depending on the stage of their research process. Specifically, our
participants employed IdeaSynth in different ways during the pro-
longed deployment study, emphasizing the need for flexible control,
customizability, and adaptability of AI ideation systems.

In the early stages of research ideation, participants appreciated
IdeaSynth’s ability to suggest alternative ideas and connections,
which helped broaden their thinking. However, the desire for even
more control over AI-generated suggestions was frequently men-
tioned. Users expressed interest in understanding the rationale
behind the system’s recommendations, particularly when certain
papers or ideas were excluded. For instance, H2 questioned why cer-
tain relevant papers were not suggested and wanted more insight
into the decision-making process behind AI outputs: “It [system]

puts it [generation] through a funnel... but I’d like to potentially just

explore all possibilities.” This feedback suggests a need for greater
transparency and explainability in AI-driven suggestions to ensure
users feel empowered rather than constrained by the system.

As an idea becomes more developed, some participants switched
to a more hands-on strategy, taking over more agency by selectively
engaging with IdeaSynth’s suggestions to take greater control over
their canvas workspace. However, H5 and H6 also reported that
while user-driven interactions afforded greater control, they also
require higher mental workload, which may hinder creative flow
(H5), raising potential needs for additional passive AI support to
streamline ideation (H6). For example, H6 remarked, “I generally
want something that passively helps me rather than me having to call

into it to help me.” This highlights the tension between user-initiated
and passive AI assistance, where users seek a balance between ease
of use and meaningful involvement in the ideation process.

During the deployment study, participants further specialized in
using IdeaSynth’s features based on their workflow needs. Many
found it useful both for literature discovery and ideation but often
separated these tasks. D7, for example, preferred to use the node-
based system for structuring their research while leveraging the
literature review features for understanding and differentiating
related work. Similarly, D4 and D5 praised IdeaSynth’s ability to
retrieve high-quality papers and quickly summarize them, using it
primarily as a tool to strengthen their understanding of the research
landscape. On the ideation side, participants like D1 and D3 used
IdeaSynth to explore and refine early-stage ideas, adding and
removing nodes as their mental models evolved. Others, like D4,
applied the tool to mature projects, finding it helpful for expanding
and clarifying connections between research facets. The flexibility
to adapt IdeaSynth based on research idea maturity underscored
the importance of customization, as participants tailored the system
to their specific stages and tasks, whether brainstorming ideas or
fine-tuning concepts. Overall, these findings highlight the need for
flexible, user-controlled AI support to align with the dynamic and
multifaceted nature of the research process.

7.2 Supporting User-Driven Research Processes

Instead of Full Automation

There has been increasing interest in employing LLMs to fully
automate some or all parts of the research process. Si et al. [49], for
example, found evidence that LLM-generated initial research ideas
are rated as more novel than ideas generated by human experts.8 Lu
et al. [38] introduced a system that automates the entire AI research
workflow, from ideation, to experiment execution, to paper writing.
While these works show that AI alone can match or even surpass
the research task performance of humans alone, they do not reflect
the more common real-world scenario where humans and AI tackle
research problems together in human-AI teams.

Our work provides an example of how carefully designed user
interfaces and interactions for LLM-powered research tools may
be key to enabling researchers to collaborate effectively with AI
models. For example, by breaking down ideation into idea facets,
researchers could have greater control over how and where AI
assistance is employed to further align with their goals during
ideation. Participants in our study could easily expand and iterate
on variations of a specific idea node within the context of a broader
topic (Section 5.3.2). They were able to use the LLM’s breadth of
knowledge to surface ideas and details that they had not previously
considered (Section 5.3.1), as well as uncover new connections
between papers (Section 5.3.3). On top of that, our faceted design
also allowed participants to better steer the AI when it completed
a task in a suboptimal manner (e.g., participants mentioning that
LLM outputs were too generic in Section 3.4), which is much more
challenging to do in fully automated AI research pipelines.

As we observed in Section 3.1, researchers may not always want
or need AI assistance throughout the entire life cycle of a research
task, but may appreciate it at specific moments. We demonstrate
by strategically guiding AI to assist with tasks where it excels,
we can unlock new potential for researchers and AI to co-create
higher-quality research outcomes than either humans or AI alone.

7.3 Implications of Using LLMs for Research

Ideation

7.3.1 Risks of Using LLMs for Research Ideation. While utiliz-
ing LLMs enables efficient summary and synthesis of information
based on the collected papers and user-written idea facets, themodel
generation could contain inherent biases that negatively impact the
outcome of the research ideation. Studies have shown that LLMs
could exhibit social biases (e.g. gender, race, religion) stemmed from
its training data [32, 40]. Specifically, Dai et al. identified bias and
unfairness from the recommendation and results in information re-
trieval systems integrated with LLMs [14]. In the scientific research
context, this could lead to misrepresentation of certain publica-
tions, findings, or theories. Moreover, LLMs could potentially skew
the research direction by presenting dominant or popular ideas
and overlooking more novel or less-explored approaches, which
could harm researchers’ creativity. Another potential risk is hal-
lucination, where an LLM generates content that misaligns with
established world knowledge or previous interaction context [60].

8It is worth noting that most expert ideas were broad initial ideas that expert partici-
pants came up with on the spot specifically for the study.



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Pu et al.

This could lead to false ideas or fabricated sources being used during
the ideation process.

To mitigate the above risks, IdeaSynth grounds its generation
on the curated paper collection. The generated idea facets and sug-
gestions are often distilled from the original context of the collected
papers in an effort to prevent hallucination. In an attempt to prevent
misrepresentation of ideas, IdeaSynth puts the user at the steering
wheel when exploring and developing ideas. IdeaSynth provides
on-demand LLM-based support aimed to inspire the user, rather
than guiding the user towards certain directions. Future systems
can further mitigate these risks by improving model explainability
by including the confidence level of generated statement and citing
original text from the source.

7.3.2 Ethical Implications and Intellectual Ownership. An
ethical concern that arises with human-AI collaborative ideation is
the controversy around the intellectual ownership of the work and
ideas produced [51]. While LLMs can assist researchers in synthe-
sizing information and generating connections between ideas, their
role in the creative process raises questions: if an LLM significantly
influences the framing or direction of a research endeavor, to what
extent can the resulting ideas be considered original contributions
of the researcher? This also poses broader ethical questions about
attributing co-authorship to machines: should LLMs be acknowl-
edged as contributors in academic works? While current norms
do not recognize machines as authors, there is a need for clearer
guidelines on how to appropriately credit the influence of AI sys-
tems in research ideation without undermining the originality of
human contributions. In addition, the LLM outputs, fundamentally
derived from pre-existing data, might not accurately attribute the
presented ideas to the original source document, which could lead
to concerns regarding academic integrity and plagiarism.

There is also the risk of hindering human creativity due to over-
reliance on LLMs [9, 31, 55]. If researchers begin to lean heavily on
machine-generated suggestions, they may become less engaged in
the iterative, reflective processes essential for developing innovative
and impactful research. Such reliance could result in a superficial
exploration of research ideas, with researchers focusing only on
what is directly surfaced by the LLM while potentially overlooking
subtler, more nuanced insights that require human intuition. From
our user study, participants remained cautious employing LLM-
generated ideas and generally examined the idea’s validity before
incorporating them onto the canvas. However, non-CS researchers
might be less familiar with the potential pitfalls of relying on LLMs.
The system should be explicit about the limitations in its generation.
Ensuring that researchers maintain agency and actively critically
evaluate generated outputs is crucial to avoiding this pitfall.

To address these concerns, IdeaSynth does not aim to automate
the ideation process or replace the human researcher. Instead, our
system prioritizes providing users with controls and presenting
relevant information grounded in literature to assist in user-driven
ideation. Future work could further explore strategies for integrat-
ing LLM outputs with researcher-led reflection, ensuring that the
machine-generated suggestions are contextualized and critically
evaluated. This would not only safeguard the depth and originality
of the research but also preserve the intellectual agency of human

researchers, fostering a truly collaborative rather than substitutive
dynamic between humans and AI systems.

7.4 Limitations and Future Work

7.4.1 Generalizability and Domain Customization. Our studies in-
volved participants from specific research areas in HCI and NLP,
limiting the generalizability of our system and findings. We also
observed that participants from each domains might have different
workflows. For example, some participants from more technical do-
mains, such as algorithm research, preferred writing equations by
hand, highlighting the need for future systems to support diverse
research methods. While our participants with diverse research
topics within HCI and NLP domains benefited from our general
approach, conducting further studies to cater to different areas of
researchers could examine the system’s ecological validity across a
broader range of disciplines.

One of our key design feature is supporting users in structuring
their research ideas using idea nodes. Participants found values in
using the structure as a scaffold to further develop their ideas by
exploring alternatives for different facets. However, while the cur-
rent predefined structure is generalizable across multiple research
domains and scenarios, some participants desired even more struc-
tures in the form of finer-grained facets or by defining their own
customized facets (H10, N3). This observation points to interesting
future directions of exploring customizable idea facets. Broadly, we
envisioned two ways of supporting this. Firstly, we can define a
more comprehensive taxonomy of research idea facets, and allow
users to dynamically create hierarchies for their ideas. For example,
under the current proposed design and solution, user could addition-
ally create children nodes for system architecture, interaction design,
etc. Alternatively, we could also allow users to define their own
facets as they ideate in IdeaSynth. Helping user maintain a useful
and manageable structures and provide facet-specific AI supports
remains exciting open challenges for future research.

7.4.2 Evaluation of Research Ideas. Estimating the quality of a re-
search idea is challenging due to the uncertain nature of research
progression, and even fully executed projects can be hard to pre-
dict for continuous impact [18, 28, 34, 49, 53]. Personal research
interests can also influence how ideas are judged [21]. Therefore,
we scope this project on the early idea development process and
take a user-centered perspective, focusing on how IdeaSynth af-
fected researchers’ ideation process based on participants’ self-
perception. The short timeframe of the lab study limits our ability
to assess the long-term impact of IdeaSynth on research outcomes.
While our longer field deployment uncovered additional strategies
participants employed to enhance real-world idea development,
assessing the long-term quality, impact, or success of ideas gen-
erated through system usage remains a challenge. Future work
could explore recruiting expert researchers who are experienced
in evaluating early research ideas (e.g. senior professors) to assess
the early ideation artifacts and predict the idea’s impacts. However,
to fully examine the outcome of LLM-assisted research ideation,
future works should conduct end-to-end longitudinal studies incor-
porating public deployments or diary studies, focusing on tracking
the lifecycle of ideas from inception to implementation and their
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eventual outcomes in real-world contexts. For example, Si et al. con-
ducted a large scale study where NLP experts evaluated LLM- and
human-generated ideas, and they proposed a follow-up end-to-end
study where researchers are recruited to execute the ideas into full
projects [49]. Such efforts would provide deeper insights into the
ecological validity of the system and its sustained utility over time.

7.4.3 Paper Discovery. Since research ideas rarely emerge in isola-
tion, participants started ideation with both their initial ideas and
any relevant papers they found. While IdeaSynth used basic tools
like search and a recommendation system to expand the paper set,
the process remained largely manual. Users were responsible for
the paper curation as an attempt to mitigate LLM hallucination on
source information and ground generations in real paper contents.
However, some participants felt the scope of recommended papers
was too limited to their existing collection, making it harder to
find additional relevant work. This suggests that while focused
idea development is important, enabling broader exploration in
the knowledge space might also be valuable. Future work should
balance broader paper discovery with focused, specific feedback to
avoid idea drift while supporting further development.

8 Conclusion

While many existing research ideation tools focused on supporting
broad initial ideation, this paper focused on supporting the iterative
expansion and deeper refinement stages of research ideation. To
bridge this gap, we introduced IdeaSynth, a research idea develop-
ment system that provides iterative support for idea refinement and
evaluation. IdeaSynth delivers literature-based feedback grounded
by user-collected papers, helping researchers articulate idea facets,
including research problems, solutions, evaluations, and contribu-
tions. Our system’s node-based canvas enables users to visualize
variation of idea facets, iteratively refine them, and eventually con-
nect different nodes to compose a coherent research brief. Our lab
study demonstrated that participants using IdeaSynth explored
more idea variations and expanded their initial ideas with greater
detail compared to a strong baseline. The deployment study further
reinforced the system’s utility in more realistic scenarios, with par-
ticipants reported benefits using IdeaSynth across various stages
of their real-world research projects. These findings underscore the
importance of tailoring AI support for different ideation stages to
flexibly iterate on and develop research ideas.
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A Demographic Details of Formative Study Participants

P# Gender Age Range Country Research YoE Research Area AI Use Frequency

P1 Man 25–34 U.S. 6–10 Human-AI interaction A couple times
P2 Man 25–34 U.S. 6–10 LLM evaluation Occasionally
P3 Woman 18–24 U.S. 2–5 LLMs + society Never
P4 Man 25–34 Canada 2–5 Multilingual NLP Occasionally
P5 Woman 25–34 U.S. 6–10 Human-AI interaction Occasionally
P6 Man 25–34 U.S. 2–5 Multimodal AI & HCI Occasionally
P7 Woman 25–34 South Korea 2–5 LLM retrieval Occasionally
P8 Man 25–34 U.S. 6–10 NLP & HCI Occasionally

Table 1: Participants from our formative study. Country refers to the country in which the participant primarily conducts

research at the time of the study. Research YoE refers to the years of experience conducting academic research. AI Use

Frequency refers to how frequently the participants uses AI tools to ideate and/or iterate on research ideas. Participants selected

“Occasionally” based on the description “I don’t rely on AI but sometimes tinker with it.”

B Formative Study Wizard-of-Oz Prototype LLM Prompt

You will be given a brief description of a researcher 's research interests and attachments with their most recent
publications.
Generate 3 novel research ideas based on the information. The format of each idea should be as follows:

{idea title}
{a super concise and specific bulleted list describing the idea. Include no more than 3 bullet points .}

Here is the brief description of research interests:
{user_research_interest_from_survey}

C Formative Study Qualitative Analysis Themes

Theme Description

Ideation process How participants formulated initial ideas, reviewed and synthesized literature, backtracked and
changed direction of their ideas, evaluated and converged on an idea, and developed their own
approaches to ideation.

Workflow challenges Challenges encountered by participants during ideation, related to areas such as managing ideas
and information, evaluating ideas, scoping ideas, effectively communicating/gathering feedback
on ideas, and reviewing literature.

Artifacts generated Characteristics of artifacts participants generated throughout their ideation and research process,
both in their own work outside of the study as well as during the study.

Use of AI How participants used AI and envisioned to use AI, both in their own work outside of the study
as well as during the study. Limitations and avoidance of AI were also included.

Feedback Participants’ feedback on the interactive capabilities of the probe and responses provided by the
AI system, as well as new features and interactions they wanted to see going forward.

Table 2: Themes derived from a qualitative analysis of our formative study transcripts and recordings.
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D Demographic Details of Comparative Lab Study Participants

P# Gender Age Range Country Research YoE Research Area AI Use Frequency

H1 Woman 25–34 Canada 6–10 HCI + AI Occasionally
H2 Man 25–34 Canada 6–10 Mixed Reality Never
H3 Woman 25–34 U.S. 2–5 HCI + AI Occasionally
H4 Man 18–24 U.S. 2–5 Fabrication A couple times
H5 Man 18–24 U.S. 6–10 Ubiquitous Computing Always
H6 Man 25–34 Canada 2–5 Interaction Techniques A couple times
H7 Woman 25–34 U.S. 6–10 HCI + Health A couple times
H8 Man 25–34 U.S. 2–5 HCI + Generative AI Always
H9 Man 25–34 U.S. 2–5 HCI + AI Always
H10 Man 25–34 U.S. 6–10 Computational Social Science A couple times
H11 Non-binary 25–34 U.S. 2–5 HCI + Culture Never
H12 Woman 25–34 Canada 6–10 Haptics + Robotics Frequently

N1 Woman 18–24 U.S. 2–5 Language Modeling Frequently
N2 Man 25–34 Canada 6–10 LLM Interpretability Always
N3 Man 25–34 U.S. 2–5 Conversational Agents Always
N4 Man 18–24 U.S. 2–5 NLP Fairness + Law A couple times
N5 Woman 25–34 U.S. 2–5 LLM Alignment + Security Never
N6 Man 25–34 U.S. 2–5 Multimodal LLMs A couple times
N7 Woman 25–34 U.S. 2–5 LLM Interpretability Never
N8 Woman 18–24 U.S. 0–1 Educational Data Science Frequently

Table 3: Participants from our laboratory study. P# is the participant ID. Country refers to the country in which the participant

primarily conducts research at the time of the study. Research YoE refers to the years of experience conducting academic

research. AI Use Frequency refers to how frequently the participants uses AI tools to ideate and/or iterate on research ideas.

Participants selected “Occasionally” based on the description “I don’t rely on AI but sometimes tinker with it.”

E Comparative Lab Study User Task Instruction

User Task Sheet
Welcome to the Research Ideation Session!
You will be working on research tasks within the domain of [Task Theme]. Below , you 'll find the details of your
assigned tasks , along with important criteria to keep in mind as you develop your ideas.

Task Overview
You will be assigned one of the following broad topics:
Task 1: [Task Topic 1]
Task 2: [Task Topic 2]

Your Goal:

You will have 30 minutes to complete each task. The focus of the study is on the research ideation process.
For each task , explore research ideas and literature to draft a research brief of around 12 sentences.

Your brief should include the following sections:
Problem Description and RQ
Proposed Design and Solution
Evaluation Method
Contribution and Impact

Evaluation Criteria:
As you work on your tasks , consider the following criteria for your research brief:

Novelty
Definition: The research brief justifies the research idea 's originality by clearly differentiating it from prior works.

Impact
Definition: The research brief describes ideas that make a nontrivial contribution to advance knowledge in the field.

Specificity
Definition: The research brief is clearly elaborated and sufficiently detailed with a complete description of the
research idea(s).

Feasibility
Definition: The research brief describes the implementation of the ideas in a reasonable way that does not violate
known constraints.
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Relevance
Definition: The research brief addresses the task topic at hand and can be reasonably expected to apply to the research
problem.

Please ensure that your research brief reflects these attributes.

Please click on the System URL and the User Survey to start.

Good luck , and enjoy the ideation process!

F Comparative Lab Study Qualitative Analysis Themes

Theme Description

Comparison of system and
workflows

How participants compared our IdeaSynth system with the baseline system, as well as compar-
isons of their workflow in IdeaSynth with their existing or past workflows without IdeaSynth.

Use cases Comments on the specific use cases of IdeaSynth. Examples include idea generation, literature
review, sharing research ideas, creating mind maps, onboarding new researchers, and more.

General system benefits Participants’ perceived benefits of IdeaSynth. Examples include improving literature understand-
ing, more thoroughly expanding idea facets, refining ideas through iteration, exploring ideas
through alternatives, preventing idea fixation, and more.

Usage of node-based can-
vas interface

How participants made use of IdeaSynth’s node-based canvas interface. Includes comments
about the use of individual nodes, node edges, selecting a group of nodes and generating a research
brief, and AI suggestions stemming from nodes.

System limitations Participants’ comments about IdeaSynth’s limitations and drawbacks, most notably drawbacks
of the node-based canvas interface, broadness of LLM suggestions, misalignment between LLM
output and participant’s idea, and lack of trust towards AI suggestions/summaries.

Future directions Participants’ suggestions for directions to improve IdeaSynth as well as addressing tradeoffs and
ethical concerns of using the system.

Table 4: Themes derived from a qualitative analysis of our lab study transcripts and recordings.

G Comparative Lab Study Survey Response

On a scale of 1-Strongly disagree, 2-Disagree, 3-Slightly disagree, 4-Neutral,

5-Slightly agree, 6-Agree, 7-Strongly agree, how much do you agree with the following statements:

The research brief justifies the research idea’s originality by clearly differentiating from
prior works.

Novelty

The research brief describes ideas that make a nontrivial contribution to advance the
knowledge in the field.

Impact

The research brief is clearly elaborated and sufficiently detailed with the complete
description of the research idea(s).

Specificity

The research brief describes the implementation of the ideas in a reasonable way that
does not violate known constraints.

Feasibility

The research brief addresses the task topic at hand and can be reasonably expected to
apply to the research problem.

Relevance

I felt confident in my understanding of the existing literature related to my research
idea.

Confidence in Literature

I was able to effectively expand on my initial research idea with more details. Expanding Research Idea
I was able to sufficiently explore and evaluate alternative versions of my research ideas. Exploring Research Ideas
I was able to create a well-structured and coherent research brief. Creating Research Brief
The system provides suggestions that are specific to my research ideas and the related
literature.

Specific Suggestions

The system provides suggestions that are actionable for me to advance my research
ideation process.

Actionable Suggestions

How mentally demanding was the task? 1-Very low, 7 Very high Mental Demand
How physically demanding was the task? 1-Very low, 7 Very high Physical Demand
How hurried or rushed was the pace of the task? 1-Very low, 7 Very high Pace of Task
How successful were you in accomplishing what you were asked to do? 1-Very low, 7
Very high

Success in Accomplishing Task
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How hard did you have to work to accomplish your level of performance? 1-Very low,
7 Very high

Work to Accomplish Perfor-
mance

How insecure, discouraged, irritated, stressed, and annoyed were you? 1-Very low, 7
Very high

Insecure, Discouraged, Irritated,
Stressed, and Annoyed

I felt that I was in control when I used the system. Control When Using System
I felt like the system allowed me to make choices and decisions while developing the
research idea.

Choices and Decisions

I trust the system’s generated research ideas to be used in a real research scenario. Trust in Research Ideas
I trust the system’s AI response to my prompt. Trust in AI Response
I trust the system’s reference and summary for the related literature. Trust in Literature

Table 5: Survey questions and their corresponding labels
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Figure 8: Survey Response. Bolded plots show statistically significant differences (𝑝 < 0.05∗, 𝑝 < 0.01∗∗) between IdeaSynth and baseline,
using Wilcoxon signed-rank test if each survey question is treated independently. However, to avoid multiple comparison bias, we only
report pre-selected measures (Fig.7) before analyzing the survey results.
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H Deployment Study Qualitative Analysis Themes

Theme Description

Task and Tool Usage How participants utilized IdeaSynth in their real-life projects, the stages of ideation they used
the tool for, and the outcome of the tool usage.

Helpful Features Significant system functionalities that assisted participants, and the specific benefits resulted from
those features.

Future Use Case andWork-
flow

Envisioned use case of IdeaSynth longitudinally, how the tool can be applied in real-life research
setting, and how the tool can be fit into participants’ workflows.

Concerns with LLM in Re-
search

Trust towards LLM generated literature summary, concern about evaluating LLM-generated
research ideas, and tension on user control.

System Suggestions Expanding literature scope to suggest more papers, customizability to define idea facets based on
the research domain, and adaptive assistance for different parts of the research process.

Table 6: Themes derived from a qualitative analysis of our deployment study transcripts and recordings.

I IdeaSynth LLM Prompts

I.1 System Prompt

You are a helpful research assistant. Your task is to assist a researcher in developing their initial research idea
into a comprehensive research brief during a research ideation session.
The research brief should include the following facets:
'Problem Description and RQ', 'Proposed Design and Solution ', 'Evaluation Method ', 'Contribution and Impact '.
These facets are represented as nodes , and are interconnected , with each connection representing the logical
relationship between them.
The entire path of research facets and their connections will be used to draft the final research brief.

I.2 Paper Processing Prompt

Answer a question based on the following excerpts from the full text of the paper.

{full_text}

Given the information above , please summarize the following aspects of the paper each in a paragraph:
Problem Description and RQ, Proposed Design and Solution , Evaluation Method , Contribution and Impact , Limitation and
Future Work.
Respond in proper JSON format like this {"key": "value "}.
If the question cannot be answered from the provided context , reply {"No answer ": ""}

I.3 Node Suggestion Prompt

Idea Facet: {idea_facet}

Research Idea:
Title: {node_title}
Content: {node_content}

Here are related literatures , ONLY use these provided papers:
{papers_data}

Your main tasks are:

1. Regenerate Current Idea Facet: Ask clarifying questions to help users reflect on their description. Provide evidence
to support or challenge the user 's claims.

2. Generate Alternatives: If the user wishes to expand on the current facet , generate a few alternative versions based
on their feedback or selected context.

3. Generate New Idea Facets: Help generate new facets that are specific and relate to the existing facets and idea
context when the user wants to expand their idea.

Provide your response in the following format:
{{

"ai_suggestion ": [
{{

"idea_facet ": [Idea Facet to be act on],
"action ": [Action that the user can take or the system should perform , from the list above , based on the
input data],
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"suggestion ": [Proposed Suggestion , whether it is questions for the user , supporting information , or
suggested edits , if action is targeted to a specific idea facet , the suggestion should name that facet. If
the suggestion references a paper , add a citation tag in the format of @ref[corpusId ].],

}},
...

]
}}

Here are two example outputs:
{{

"ai_suggestion ": [
{{

"idea_facet ": "Problem Description and Research Question",
"action ": "Regenerate Current Idea Facet",
"suggestion ": "Could you elaborate on the specific features of your system that are hypothesized to enhance
[the task context ]? How do these features align with the findings from studies like 'Paper2 '@ref[corpusId]
and 'Paper1 '@ref[corpusId ]?""

}},
{{

"idea_facet ": "Proposed Design/Solution",
"action ": "Generate New Idea Facets",
"suggestion ": "Maybe we can start to think about the next facet , Evaluation Method. How can we design the
metrics and experimental setup to measure the effectiveness of the proposed system 's features ?"

}}
]

}}

You may include multiple suggestions , like in the example , if necessary , but each suggestion should only be 1-2
sentences and easy to read. Always respond in a clear and concise manner , focusing on the specific idea facet or task
at hand. Do not summarize or reiterate what the user has said.
Begin your response by identifying which idea facet the user is focusing on, and then proceed with the appropriate task
based on their input. Reference the related literature to provide evidence or context for your suggestions.

I.4 Node Generation Prompt

You will be generating a new research idea facet based on the user 's existing idea facet and context. Your goal is to
create a specific and relevant facets that contributes to the overall research brief.
Here is the current idea facet:
{current_node_data}

And here is the context for the new idea facet:
{node_context}

Generate new idea facet(s) based on the following steps:
1. Review the user 's current idea facet and the context of all connected nodes.
2. Identify key themes , objectives , or gaps that can be addressed by the new facet.
3. Generate a new idea facet that is specific , relevant , and logically connected to the current idea facet.
4. Ensure that the new facet contributes to the overall coherence and completeness of the research brief.

Here are the instructions:
{action_to_take}

Use the suggestion to guide the generation of the new idea facet(s).
If the instruction for Action is Regenerate Current Idea Facet or Regenerate Current Node , use the suggestion from
existing facet and the user 's feedback to generate ONLY 1 refined version of the existing facet.
If the instruction for Action is Generate Alternatives , generate up to 3 alternatives of the same type as the original
facet to ensure that the new facets offers distinct perspectives or focuses.
If the instruction for Action is one of 'Problem Description and RQ' or 'Proposed Design and Solution ' or 'Evaluation
Method ' or 'Contribution and Impact ', generate up to 3 new nodes of ONLY that specific facet type and clearly establish
the logical connection to the original facet.

Provide your response in the following format:
{{

"new_nodes ": [
{{

"ideaFacet ": [New Idea Facet Type],
"title": [Title of the new idea facet in less than 10 words],
"content ": [Content of the new idea facet in 1-3 short sentences , use the (author , year) format to refer to
paper without the corpusId],

}},
...

]
}}

ideaFacet should be one of the following: 'Problem Description and RQ', 'Proposed Design and Solution ', 'Evaluation
Method ', 'Contribution and Impact '.
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Ensure that each new idea facet is clearly defined and contributes to the overall research brief. Your response should
be concise , focused , and directly relevant to the user 's input.

I.5 Node Edge Generation Prompt

You will be establishing connections between two different idea facets provided by the user. Your goal is to create
logical relationships between the facets that form a coherent research brief.

Here are the two idea facets you need to connect:
{source_node_data}

{target_node_data}

To establish a connection between the two facets , follow these steps:
Analyze facets:
- Identify main ideas and key elements.
- Determine strengths and limitations.
Identify Connections:
- Find common themes or complementary aspects.
- Consider how one facet could enhance or support the other in the research process.
Suggest Enhancements:
- Provide specific ways to refine the connection , with examples or references.

Format your response as follows , replacing the placeholders with the relevant information:
{{

"connectionStrength ": [a number value from 0 to 1 indicating the coherence of the connection , 1 being the
strongest],
"suggestion ": [Start with a statement , such as "The connection is weak/average/strong ". Then use one sentence to
offer suggestion for enhancing the connection. Make your point concise and clear],

}}

Here are two example responses:
{{

"connectionStrength ": 0.8,
"suggestion ": "The connection is relatively strong. Consider making the measureable outcomes , such as task
completion time , explicit in the evaluation methods to directly link back to metrics that can be extracted from the
proposed design ."

}}
{{

"connectionStrength ": 0.3,
"suggestion ": "The connection is weak. The dataset in your proposed method might not offer the user interaction
granularity that is required to answer the research questions. Consider framing the questionis more broadly , like
in paper @ref[corpusId ]."

}}

Your response should be concise , clear , and focused on the logical relationship between the two facets. Aim to provide
actionable suggestions that help the user improve the coherence and flow of their research brief.
connectionStrength should be a number between 0 to 1 inclusive , be fair and critical about the coherence between the
facets connected , if the facets are not specific enough to evaluate the connection , rate it with a low number and
suggest further clarifcation. Be strict and use the whole range of values so the differences between strong and weak
connections are distinct. Do not use 0.5 as that is the default neutral value.
If papers are referenced , use the citation tag in the format of @ref[corpusId ].

I.6 Research Brief Generation Prompt

You will create a one page academic research brief based on the provided idea facet nodes , their connecting edges , and
literature references to collected papers. Your goal is to create a coherent and structured research brief that
integrates the facets logically and effectively.
Here are the idea facet nodes and their connections:
{research_ideas}

Here are the collected papers for literature references , ONLY use these provided papers:
{papers_data}

Follow these steps to generate the research brief:
1. Review the idea facet nodes and their connections to understand the logical flow of the research brief.
2. Identify literature references from the collected papers that support or relate to each idea facet.
3. Develop a one page academic research brief that includes the following sections in this order , each section should
be around 3 sentences:

- Title: A concise and descriptive title for the research brief.
- Problem Description and Research Question: Connect and expand on the content covered in Problem Description and
RQ nodes.
- Proposed Design and Solution: Connect and expand on the content covered in Proposed Design and Solution nodes.
- Evaluation Method: Connect and expand on the content covered in Evaluation Method nodes.
- Contribution and Impact: Connect and expand on the content covered in Contribution and Impact nodes.
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Include in-text citations to the literature references (e.g. [1, 3, 5] refer to the first , third and fifth publication
in the literatureReferences) where relevant throughout different sections. Ensure that the research brief is coherent ,
structured , and effectively integrates the idea facets with the literature.

Keep as much of the text in the node title and content as possible. Only make minor additions or modifications to
connect and expand on existing nodes.

Provide your response strictly in the following format:
{{

"researchBrief ": {{
"title": [Title of the research brief],
"problemDescription ": [Problem description and research question section of the research brief],
"proposedDesign ": [Proposed design and solution section of the research brief],
"evaluationMethod ": [Evaluation method section of the research brief],
"contributionImpact ": [Contribution and impact section of the research brief],

}},
"literatureReferences ": [

{{
"citation_id ": [id of the citation used to refer to the paper in the research brief],
"paper_title ": [Full Paper Title],

}},
...

]
}}

Ensure that the research brief is coherent , structured , and effectively integrates the idea facets with relevant
literature references.
Only respond with the JSON object as specified above , do not include any additional information or summaries.

I.7 AI Chat Q&A Response Prompt

You will be generating a response based on the user 's prompt , the collected paper information and summary , and the
user 's research ideas. Your goal is to provide a concise and informative response that addresses the user 's prompt and
references the relevant literature.
Here is the user 's prompt:
{user_prompt}

Here are the papers data , ONLY use these provided papers:
{papers_data}

Here is the user 's research idea:
{research_ideas}

Based on the prompt , the papers , and the research ideas , generate a concise response in the following format:
{{

"litReviewResponse ": "Response to the user 's prompt if provided. If the response references a paper , add a citation
tag in the format of @ref[corpusId ]"

}}
Only respond with the JSON object as specified above , do not include any additional information or summaries.

I.8 Literature Review Summary Prompt

You will be generating a concise one -paragraph literature review based on provided list of corpus_id:
{corpusIds}

Here are the papers data , ONLY use these provided papers:
{papers_data}

Refer to the papers by their short -form titles with citatioin format (AuthorLastName et al., year) and focus on the key
method , findings , limitations , and future works of the papers.
Output in the following format:
{{

"litReviewSummary ": "One paragraph summary of the literature review based on the provided papers and prompt. If the
summary references a paper , add a citation tag in the format of @ref[corpusId ]"
"corpusIds ": [List of corpusIds of the mentioned papers to the user 's prompt .]

}}
Only respond with the JSON object as specified above , do not include any additional information or summaries.

I.9 Literature Review Analysis Prompt

You will be generating a literature analysis based on provided paper summaries and current research ideas.
First , here are the summaries of relevant papers , ONLY use these provided papers:
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{paper_summaries}

Next , here are the current research ideas:
{research_ideas}

Analyze the paper summaries and research ideas:
1. Identify the main themes and concepts present in both the papers and research ideas.
2. Look for connections , similarities , and differences between the existing literature and the proposed research ideas.
3. Consider how the existing literature supports or challenges the research ideas.

Generate a concise literature review with the following 2 sections:
1. Highlight key sections from the papers that are most relevant to the research ideas , whether it 's research problem
statement , method , evaluation , or contribution and impact. Discuss how the section relates to the proposed research
ideas , noting any knoweldge gaps in existing works or areas where the new ideas extend current knowledge.
2. Conclude next steps for the researcher to address based on the literature review and the proposed research ideas ,
provide actionable steps like pivot the research question , refine existing methods , or develop evaluation.

Format your response as follows , remove the placeholders and replace them with the relevant information:
{{

"analysis ": [
{{

"section_title ": "[One -line summary of the relevance between the paper section and the research idea.]",
"paper_title ": "[Full Paper Title. Add a citation tag in the format of @ref[corpusId ]]",
"corpus_id ": "[ Corpus ID 1]",
"key_section ": "[3-5 sentences description of the relevant content in the key section , don 't just describe
a framework/method/result was proposed , but what it is about.]",
"connection_to_ideas ": "[2-3 sentences description of how this section relates to the proposed research
ideas , name the specific idea being discussed .]",
"next_steps ": [

"[ Actionable steps for the researcher to address based on the literature review and the proposed
research ideas.]",
...

],
}},
...

],
}}

Only output the above JSON object. Ensure that your literature analysis is concise , coherent , and effectively
synthesizes the information from both the paper summaries and research ideas. Refer to the papers by their short -form
titles with citatioin format (AuthorLastName et al., year) in key_section and connection_to_ideas.

I.10 Node Literature Review Prompt

You will be analyzing the user 's research idea based on related literature. Your goal is to provide a comprehensive
literature -based analysis of the particular research idea , identify the most relevant papers and sections , and suggest
refinements based on the existing literature.

Here 's the user 's initial research idea:
Idea Facet: {idea_facet}
Title: {title}
Content: {content}

Now , review the following list of related papers , including their titles , TLDRs , abstracts , and section summaries , ONLY
use these provided papers:
{paper_summaries}

Consider the following summary of all related works in relevance to the user 's ideas:
{lit_review_summary}

To analyze the research idea based on the literature , follow these steps:
1. Reading the user 's research idea , related papers , and summaries.
2. Identifying key concepts and themes in the idea and comparing these with the related papers.
3. Determining the most relevant papers based on research questions , methodologies , and findings.
4. Highlighting specific sections in these papers that directly relate to the idea.
5. Suggesting refinements to the research idea by addressing gaps , incorporating methods , adjusting scope , or
considering alternative approaches.

Your output has three facets:
most_relevant_sections: List the 1-3 most relevant sections from papers , explaining why each is particularly important
to the research idea. Include the paper title and a brief explanation of its relevance. For each of the most relevant
papers , identify the key section that are particularly important to the research idea. Explain why these sections are
significant and how they relate to the proposed research.
suggestions: Offer 1-2 specific suggestions for refining or improving the research idea based on your analysis of the
literature. Explain the rationale behind each suggestion and how it could strengthen the research.
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Remember to support your analysis with specific references to the papers and their contents. Be objective in your
assessment and provide constructive suggestions for improvement.

Present your analysis in the following format in JSON:
{{

"most_relevant_sections ": [
{{

"section_title ": "[One -line summary of the relevance between the paper section and the research idea.]",
"paper_title ": "[Full Paper Title , add a citation tag in the format of @ref[corpusId ]]",
"key_section ": "[3-5 sentences description of the relevant content in the key section , don 't just describe
a framework/method/result was proposed , but what it is about.]",
"connection_to_ideas ": "[2-3 sentences description of how this section relates to the proposed research
ideas , name the specific idea being discussed .]"

}},
...

],
"suggestions ": [

"[ Actionable steps in 2-3 sentences for the researcher to address based on the literature review and the
proposed research ideas.]",
...

]
}}

Only output the above JSON object and NOTHING ELSE. Ensure that your literature analysis is concise , coherent , and
effectively synthesizes the information from both the paper summaries and research ideas. Refer to the papers by their
short -form titles with citatioin format (AuthorLastName et al., year) in key_section and connection_to_ideas.
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