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Figure 1: StoryEnsemble enables dynamic exploration and iteration in the design process by leveraging AI and supporting

forward and backward propagation of changes across interconnected stages—(A) personas, (B) problems, (C) solutions, and (D)

scenarios. Users can move fluidly between stages, revise earlier assumptions, and (E) propagate changes forward—enabling the

kind of iteration and exploration that design frameworks promote but is often difficult in practice. They can also begin from

later stages, such as solutions or scenarios, and (F) propagate changes backward to reframe upstream decisions.
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Abstract

Design processes involve exploration, iteration, and movement
across interconnected stages such as persona creation, problem
framing, solution ideation, and prototyping. However, time and
resource constraints often hinder designers from exploring broadly,
collecting feedback, and revisiting earlier assumptions—making it

https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
https://doi.org/10.1145/3746059.3747772


UIST ’25, September 28-October 1, 2025, Busan, Republic of Korea Suh et al.

difficult to uphold core design principles in practice. To better un-
derstand these challenges, we conducted a formative study with 15
participants—comprised of UX practitioners, students, and instruc-
tors. Based on the findings, we developed StoryEnsemble, a tool
that integrates AI into a node-link interface and leverages forward
and backward propagation to support dynamic exploration and
iteration across the design process. A user study with 10 partici-
pants showed that StoryEnsemble enables rapid, multi-directional
iteration and flexible navigation across design stages. This work
advances our understanding of how AI can foster more iterative
design practices by introducing novel interactions that make explo-
ration and iteration more fluid, accessible, and engaging.
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• Human-centered computing → Interactive systems and

tools; User centered design.
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1 Introduction

“Few ideas work on the first try. Iteration is key to
innovation.” — Sebastian Thrun

Design frameworks such as design thinking [4], the Double Dia-
mondmodel [19], and scenario-based design [57] provide structured
approaches to addressing complex, open-ended problems. They
have had an enormous influence for the past few decades, driving
innovation across both academic and professional settings. Despite
their diverse formats and implementations, these frameworks share
core principles: iterative processes, divergent and convergent think-
ing, and user-centered storytelling [33, 48, 54, 77].

Unfortunately, despite their value, these principles can be dif-
ficult to apply in practice. From the initial persona creation to
the final high-fidelity design storyboard, time and resource con-
straints often limit individuals’ and teams’ ability to iterate, explore
a broad range of ideas, or refine solutions through structured con-
vergence [31]. Collecting meaningful feedback requires significant
time and effort [23, 25, 36, 81], and when that feedback prompts re-
visions—such as reframing the problem or rethinking solutions—it
can trigger a costly loop that requires revisiting earlier assumptions
and reworking previous design artifacts such as personas, problem
statements, scenarios, or storyboards. This overhead often deters
individuals and teams from iterating [28, 70, 79].

Moreover, because design stages are tightly interconnected, get-
ting stuck in one stage—such as struggling to generate diverse
ideas [76] or define actionable problem statements—can stall the
entire process. Without a clear problem framing or a range of initial

directions, teams may struggle to develop meaningful prototypes or
gather useful feedback. Similarly, at later stages, while artifacts like
storyboards offer powerful ways to visualize user experiences and
communicate design concepts, creating effective storyboards can
require significant time and skills. This can result in oversimplified
narratives that fail to capture nuanced interactions or encourage
reflection and discussion [72]. When personas, problem statements,
or scenarios remain underdeveloped, it becomes difficult to imag-
ine concrete use cases or evaluate solutions in context. In practice,
such bottlenecks often make it hard for teams to make meaningful
progress and move through the design process effectively.

In light of such challenges, AI is emerging as a promising solu-
tion [60]. Recent work has demonstrated AI’s capability to support
various design tasks, including brainstorming [68, 69, 80], persona
generation [30, 62, 64, 83], and visual content creation [3, 74]. These
tools can significantly reduce the labor required for key design
activities, helping teams work within tight resource constraints.
Notably, researchers have shown that large language models can
create synthetic user personas comparable to those based on real
user data [62], potentially valuable for contexts involving vulnera-
ble or hard-to-reach populations [30, 36].

However, current AI-supported design tools still fall short of
addressing the full complexity of design workflows, particularly the
iterative nature of the process. Prior work has largely focused on
isolated stages of the design process [9, 30, 62, 64, 82], overlooking
the need to support the iterative and interconnected nature of
design, where changes in one part of the process often require
adjustments in others. As a result, the current landscape leaves
designers with no tools that enable them to manage dependencies
across stages and encourage reflection and iteration throughout
the design process [21, 39, 54].

To address this gap and demonstrate how AI can facilitate key de-
sign principles across the design process, we developed StoryEnsem-
ble, a system that supports widely shared principles across de-
sign methodologies—such as structured iteration [7, 11, 23, 54, 56],
divergent and convergent thinking [68], and scenario-based de-
sign [53, 57, 72]. StoryEnsemble enables dynamic exploration and
flexible iteration by empowering users to explore diverse ideas,
refine through structured feedback, propagate changes seamlessly
across interconnected stages, and create easily editable storyboards.
Our contributions include:

• StoryEnsemble,1 an interactive system that leverages a node-
link interface and novel interaction techniques—such as forward
and back propagation—to enable rapid exploration and flexible
iteration.

• A formative study identifying challenges faced by students, in-
structors, and practitioners in applying iterative, exploratory, and
feedback-driven design principles in practice.

• A system evaluation study that advances our understanding of
how AI can support workflows grounded in core design princi-
ples—such as iteration, divergence-convergence, and scenario
construction—particularly in design education and practice.

In the remainder of the paper, we review related work on design
frameworks and AI design tools, then present our formative study

1https://storyensemble-research.github.io/
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identifying key challenges that students, instructors, and practi-
tioners face when applying design principles. We then describe
StoryEnsemble and its features, followed by an evaluation with 10
participants that demonstrates how it enhances exploration, iter-
ation, and scenario development. We conclude with implications
for future AI-assisted design systems, as well as for other domains
involving interconnected, iterative workflows.

2 Related Work

We first examine common principles across design methodologies,
then explore how generative AI is transforming creative workflows,
and review existing AI design tools.

2.1 Principles Across Design Methodologies and

Practical Challenges

The landscape of design methodologies is diverse, with frameworks
varying significantly in their structure, terminology, and specific
approaches [26, 48]. Research has documented well over a hundred
distinct design approaches across various domains [33]. From de-
sign thinking and the Double Diamond model to human-centered
design, participatory design, service design, and scenario-based
approaches, designers have numerous options for characterizing
and structuring their design processes. This diversity reflects the
fact that no single approach is universally optimal and applicable.
Organizations and practitioners frequently adapt frameworks to
their specific contexts, leading to continuous evolution and cus-
tomization of design processes [26, 40].

Despite this variety, comparative analyses have shown that
the underlying principles transcend specific methodologies [33].
These shared principles include iterative refinement, alternating
phases of divergent and convergent thinking, human-centered de-
sign, and user-centered storytelling [53]. While different frame-
works visualize and structure these principles distinctly—some
making the divergent-convergent pattern explicit (e.g., Double Dia-
mond [19]), others emphasizing empathy and iteration (e.g., design
thinking [20]) or scenario-based design—the core approaches to
problem-solving remain consistent across methodologies. Many
frameworks that appear linear in representation are fundamen-
tally iterative in practice, incorporating feedback loops that enable
practitioners to revisit earlier stages as new insights emerge [20].

However, a notable gap exists between theoretical frameworks
and their practical application [5, 27, 51, 55, 67, 76]. Despite their
theoretical importance, these principles often prove challenging to
implement due to time constraints, resource limitations, and the
labor-intensive nature of key design tasks [40]. For instance, while
design thinking emphasizes the importance of multiple iterations to
refine ideas [56], time constraints frequently limit iteration cycles
to one or a few. Even in semester-long courses, the design cycle
may only be completed once, or iteration may be intentionally
minimized to avoid major changes to a project.

Practitioners across educational and professional settings face
several common challenges. Novice designers often gravitate to-
ward familiar problems, frequently addressing the same types of
design challenges and getting fixated [45]. Teams under deadline
pressure tend to implement theoretically non-linear processes in a
more linear, constrained manner [28]. Additionally, collecting and

incorporating meaningful feedback becomes difficult within tight
project timelines [23, 61], further widening the gap between ideal
iterative refinement and practical implementation.

Ourwork builds on decades of research on design by contributing
a system that addresses a longstanding challenge in design practice:
enabling easy, seamless iteration across interdependent stages. By
demonstrating how to lower the overhead of iteration, our work
aims to bridge the gap between theoretical ideals and the realities
of design processes.

2.2 Generative AI for Creative Processes

The recent advances in AI opened up new interaction possibilities
and are radically transforming creative workflows across various
fields [1, 15, 17, 66], ranging from creative writing [38, 41, 46]
to design [47, 76] and content creation [12, 75]. For example, in
TableBrush, users can generate stories based on a narrative arc
sketched by the user [18]. Liu et al. explored how text-to-image AI
can be incorporated into the 3D design workflows, showing that
text-to-image models can assist with producing reference images,
preventing design fixation, and inspiring design considerations [43].
These advancements highlight the transformative potential of AI
in supporting more dynamic and flexible creative processes.

AI is increasingly being integrated into the creative process to
expand idea exploration. In Luminate, Suh et al. explored a novel
interaction paradigm where the system generates a range of ideas
designed to cover the design space instead of producing a single
response to a prompt [68]. Similarly, Wang et al. contributed Room-
Dreaming, a system that enables interior designers to co-design
with AI [76]. While both systems focus on supporting designers
in exploring diverse ideas and iterating on their designs, Room-
Dreaming does not address the interconnected nature of stages in
design thinking, where changes in one stage, such as problem defi-
nition, often require adjustments in subsequent stages like persona
development or solution generation.

Generative AI is also being explored for its potential to automate
feedback and enhance the iterative process. For instance, Duan et
al. developed a Figma plugin where LLMs generate feedback on UI
mockups, identifying subtle design errors and improving textual
elements [24]. Similarly, Xiang et al.’s SimUser system automates
usability feedback, producing insights that closely mirror those
generated by human users [79]. Assuming feedback will always be
accessible with the advances in AI, E et al. explored the tradeoffs of
providing access to feedback throughout a design task versus only
providing feedback after [25]. These systems demonstrate how
AI can facilitate rapid iteration by providing timely, automated
feedback, allowing designers to refine their work more efficiently.

Our work builds on these efforts by utilizing AI-generated feed-
back to facilitate transitions across various design processes, from
persona creation to design artifact creation, demonstrating the new
role that feedback can play in the AI-powered framework for itera-
tive design and creative exploration. While the traditional design
process has used feedback primarily for evaluation, our approach
highlights its potential as a generative tool—one that can be invoked
on demand and propagate changes forward and backward in the
design process, interconnecting different design stages to stimulate



UIST ’25, September 28-October 1, 2025, Busan, Republic of Korea Suh et al.

Figure 2: Results from a formative study with students, instructors, and practitioners and their satisfaction with

ideation, iteration, and feedback collection.

new directions and support flexible iteration throughout the design
process.

2.3 AI Tools for Design

Generative AI has become increasingly important in supporting
individual stages within the design process, such as generating
persona [16, 62, 82] and prototyping [8, 9, 30, 59, 64]. He et al. pro-
posed Cinemassist, a system that supports creative exploration
of potential cinematic compositions for users creating 3D anima-
tions. For each keyframe in the animation, users are presented
with different scene options and frame-level options [32]. Wang
et al. developed AIdeation to support search and combination of
reference images for visual concept designers [78]. The UIDEC
tool scaffolded the design brainstorming process by emphasizing
design under constraints and using AI to generate examples [65].
LLMs have also been used to generate user research data, providing
designers with fast, scalable tools for modeling user behaviors and
needs [34, 59, 62]. Other tools focus on AI-assisted novel artifact
generation, such as sketching [42], motion comics [13], or manipu-
lable design tokens [63]. These advancements suggest that AI can
reduce the manual effort involved in various design stages, allowing
designers to focus on more complex creative tasks.

While many AI tools have focused on supporting tasks within
specific stages of the design process, limited attention has been
paid to augmenting the overall process and bridging fragmentation
between stages. Our work contributes to the growing body of re-
search on AI-assisted design by addressing this gap, demonstrating
how AI can help manage interdependencies and support iteration
across related artifacts in a cohesive manner.

3 Formative Study: Understanding Challenges,

Opportunities, and Practices with Survey &

Interview

To understand how generative AI can enable new design workflows,
we recruited 15 participants for two formative studies involving a
survey and interviews.

Survey. The survey study aimed to identify challenges related to
exploration, iteration, and feedback collection, along with potential
opportunities and concerns regarding AI integration. While we
intended to keep the scope open to various design processes, we
referenced design thinking in questions about design practices to
provide a familiar reference point and facilitate discussion around
common activities such as problem framing, ideation, and iteration.

Interview. The interview study focused on understanding the
practices surrounding storyboarding for feedback collection among
UX designers. We concentrated our interviews on only UX profes-
sionals, since industry practices around storyboarding—compared
to academic settings—are less well-documented and offer oppor-
tunities for new insights, such as how storyboards are used in
communicating with stakeholders.

3.1 Procedure & Participants for

Two Formative Studies

For the survey study, we recruited 8 participants (gender: 4M, 4F;
age: M = 30, SD = 7.7, range = [24, 46]; referred to as F1-8). Out
of the eight participants, five had design learning experience as
students (through HCI courses at universities or UX bootcamp),
four had experience teaching design process as instructors (M = 4.3
years of teaching experience, SD = 5.3, range: [1, 12]), and five had
experience as design practitioners (M = 4.6 years of design prac-
tice experience, SD = 3.2, range: [2, 10]). Participants completed an
online survey where they described challenges they faced during
the design process, particularly with respect to exploration, iter-
ation, and feedback collection. They were then asked how these
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challenges might be addressed and whether AI could support these
processes. Each participant received a $15 gift card.

In the interview study, we conducted 60-minute semi-structured
interviews with 7 professional UX designers (4M, 3F; F8-15) who
had an average of 7.1 years of experience (SD = 4.7, range: [2, 15])
in UX design and storyboarding. On average, they had received
feedback on their UX scenarios (in text) 12.6 times (SD: 7.9; range: [3,
25]) and storyboard 9.6 times (SD: 9.3; range: [3, 30]). Participants
discussed the types of storyboards they used—text-only scenarios,
visual storyboards, or photos—and how they collected feedback
from stakeholders. They also described the kinds of feedback they
typically sought. Each participant received a $25 gift card.

We provided participants with a definition and overview of de-
sign thinking principles during recruitment and again at the be-
ginning of both studies to ensure a shared understanding of the
terminology and process.

3.2 Identified Needs (Ns) from Survey with

Students, Instructors, and Practitioners

3.2.1 Challenges in Applying Design Thinking in Projects.

N1 Support time-consuming tasks in design thinking
N2 Support ideation at any design phase
N3 Support translation of user needs to problem statement

F1 (UX designer) shared that time and budget constraints of-
ten limited the full application of design thinking. F2 (practitioner)
and F6 (student) noted that ideation was difficult, with initial ideas
often basic and better ones emerging later in the process. Inte-
grating diverse user perspectives was also a challenge, sometimes
leading to overlooked groups (F3, student). F4 (practitioner) and F5
(student) found translating user needs and challenges into ac-

tionable problem statement challenging. Finally, F7 (instructor
& UX consultant), who has been teaching HCI and UX courses for
12 years, touched on the theory-practice gap, explaining that the
widely taught five-stage design thinking model oversimplifies the
process, saying:

“The process is described as linear, but in reality, it’s
not that linear. Students should understand that not
every problemwill require all the steps and that things
need to be customized on a per-problem basis.”

To address these challenges, participants suggested adapting
design thinking according to the stakeholders’ needs, time con-
straints, and budget (F1) and using collaboration or AI for ideation
(F2). Other solutions included getting help from team members to
refine problem statements (F4), building systems to guide problem
definition, and using AI to generate feedback (F5).

3.2.2 Challenges in Transitioning Between Design Stages.

N4 Support divergent and convergent thinking
N5 Support synthesis and translation of ideas
N6 Support returning to previous design phases

F5 (student) stressed the value of the double diamond process,

which encourages both divergent and convergent thinking. F6
(student) pointed out the importance of synthesizing ideas, noting
that while generating ideas is commonly highlighted, the ability to
distill and translate those ideas is often overlooked yet crucial. F7

(instructor) mentioned the flexibility to revisit previous phases

of the design process, stressing that it is okay and it should be
encouraged to return to earlier stages if new insights emerge.

3.2.3 Challenges in Receiving Feedback and Iterating Design.

N7 Support more frequent design iteration via feedback
N8 Facilitate efficient feedback collection at any design phase

With respect to ideation, student participants (F3, F5, F8) in-
dicated that the number of ideas they explored depended on the
course requirement and instructor. F3 said: “The exploration was

driven by instructor feedback and collaborative discussions

withmy peers, which encouragedme to think beyond the obvious.”
F2 and F3 (students) shared that while they “felt that the number
of ideas explored could have been greater,” “time constraint” is
always a problem.

Regarding iteration, except for F6, every student participants (F3,
F5, F7-8) mentioned they iterated at least once, while varying in
the number of iteration. For example, F2 had a chance to iterate
only once during a workshop, while F8 did not iterate “during
the workshop.” However, they all agreed on the feedback’s role in
iteration. F8 said, “teacher feedback come in as a good ‘reason’ for
team members to agree on going back.” F6, who said there was no
iteration in her class, attributed this to the absence of feedback,
saying “classes don’t offer enough time to engage in feedback.”
F2 and F3 both mentioned they iterated based on feedback from
“instructor and peers.” Students (F3, F5-6, F8) not satisfied with the
number of iterations in the course noted that “the course’s pace ...
pushed [them] to move forward without enough refinement” (F3).
To address this problem, they suggested giving students “more

chances to [get] feedback” (F6) and teach the importance of
feedback and iteration to team members who “do not want to go
back and iterate and consider [iteration] very inefficient” (F8).

While all instructor participants (F4, F6-7) strongly agreed that it
is important to return to previous stage of the design process and iter-
ate, its time-consuming and laborious nature made it challeng-
ing. F7 said that even for “12-week courses, [he finds] it hard for stu-
dents to go back to previous stages.” He added that the most he asks
the students to do is to iterate within specific stages—“especially at
the stages of lo-fi, mid-fi, and evaluation.” F6 believed that “learning
how to iterate is a skill that requires time.”

Practitioner participants (F1, F6-8) also acknowledged the im-

portance of iteration. However, the number of times they iterate
varied depending on the project schedule (F7), client (F1), and feed-
back (F5). F1 and F5 noted that they “return to previous stages”
when there are new insights from formative studies, users’ feed-
back, or stakeholders’ requests to add or remove some features.

The practices and experiences surrounding collecting feedback
varied. Some (F3, F8) reported collecting feedback more frequently
than others (F2, F5-6). F3 collected feedback at every stage, F5 col-
lected feedback only on specific stages such as solution or testing
stages. As shown in Fig. 2, practitioner participants (F1, F5, F7-8)
were also generally dissatisfied with the number of feedback

they collect. Several participants (F3, F5-6) expressed dissatisfac-
tion with the current status quo and suggested potential solutions.
F5 suggested using generative AI to generate “feedback... so that a
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Figure 3: A screenshot of (A) F15’s storyboard, with the (B) title (redacted) at the top. (C) is a frame featuring an image that

shows the interface with (D) caption. This, along with general storyboard visuals [72], informed our storyboard design (Fig. 11).

more frequent feedback process can be easily realised.” F3 suggested
integrating “regular feedback checkpoints into the course structure,
ensuring that feedback is shared consistently at each stage of the
design process.”

3.2.4 Challenges with Using AI for Design Thinking.

N9 Reduce manual effort in requesting AI feedback
N10 Synergize human and AI capabilities for co-creation

Many participants (5 of 8) had experience using AI. The most
common use case was for generating “a wide range of ideas” (F3).
Several participants (F2, F3, F8) shared that they used it to explore
“diverse perspectives [to] spark new thoughts and directions on
a problem” and “get the divergent thinking going.” In addition to
ideation, F4 used it to create storyboard and “analyze feedback to
identify common themes.” All participants supported the idea of
integrating AI in their design process. F1 felt the current practice is
“still very manual” and that “there has to be a way tomake it more

automatic.” However, F3 and F4 also emphasized that it has to be
a co-creative process, saying “AI should complement human cre-
ativity and judgment, not replace it. The best outcomes often come
from a synergy between human insight and AI’s capabilities”
(F4). Several participants (F5, F6, F7) mentioned using AI to generate
“feedback” (F5) “at every stage of the design” (F7) to help “break
free from design fixation” (F8). F7 shared that it can perhaps “help
with the iteration by suggesting more ideas/solutions.” F7 went
on to suggest that given that “the constrains of 10-weeks course
projects (while students take multiple courses) and the timelines
in industry often mean that steps have to be skipped and you
can only do one full cycle (without much opportunities to go
back),” “we could sub-contract some aspects to AI [to] free up
more time for designers to address these challenges.”

3.3 Identified Needs (Ns) from Interview with

UX Designers on Storyboarding Practices

3.3.1 Storyboard is essential with many benefits but the costly nature
of producing it prevents its use. All the UX designers acknowledged
that the costly nature of storyboarding prevented them from using
them as much as they would like considering themany benefits

compared to alternatives such as text-based scenarios. F12 said:
“What’s awesome about storyboards is that it just makes ideas
easier to discuss and gives you a fuller picture. A higher level view.”
However, she stated that she uses storyboard sparingly, saying
“I’ve used storyboards when I’ve had a greater amount of time
which is unfortunate, or when I really needed help explaining a
beginning to end concept.” Several participants (F12, F13) working
as freelancers also mentioned that the clients who hire them

avoid requesting storyboarding as that would require them to
pay more for the time spent on creating storyboards, highlighting
the costly nature of storyboarding even in terms of finance.

N11 Support image consistency across frames in storyboard

3.3.2 Ensuring image consistency in storyboard is challenging when
AI is used to generate images for storyboard. During the interview,
F15 showed storyboard (see Fig. 3) he created using ChatGPT’s
image generation capability. While AI eased the process of creating
storyboard for efficient communication with his clients, he noted
the challenges present in his current workflow such as maintain-

ing consistency across image frames in the storyboard. He
explained that he creates each frame separately, which led to incon-
sistency in the generated images. As shown in Fig. 3, images varied
in style and tone. For example, some images were in drawing style
(1st frame), while others were photo realistic.
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4 StoryEnsemble

We first present the design goals for StoryEnsemble, grounded in
needs (Ns) identified through formative studies, a literature review,
and pilot studies. We then provide an overview of the interface and
its features, followed by an example workflow.

4.1 Design Goals (DGs)

The DGs are organized into three themes: (1) core innovations, (2)
creative support, and (3) and usability across diverse contexts.
I. Core innovations

DG1. Enable non-linear engagement (N7). Allow users to start
at or engage with any design stage, with automatic updates ensur-
ing consistency across related artifacts, supporting the iterative
workflows emphasized in many design methodologies.
DG2. Enable on-demand feedback (N8, N9). Offer real-time
feedback on design artifacts and streamline its incorporation, en-
couraging users to reflect and continuously refine ideas with tight
feedback loops.
II. Creative support

DG3. Promote diverse idea exploration (N2, N5, N6). Encour-
age broader ideationwhile avoiding AI-induced homogenization [2].
Provide tools for rapid generation and variation to help users over-
come fixation.
DG4. Support divergent and convergent thinking (N4). En-
able fluid movement between generating possibilities (Discover)
and narrowing options (Define) based on insights and feedback,
mirroring the structure of the Double Diamond model.
III. Usability across diverse contexts

DG5. Simplify artifact generation using AI (N1, N3, N11). Re-
duce effort needed to create personas, problem statements, solution
ideas, and storyboards using AI.
DG6. Support flexible AI engagement (N8, N9, N10). Accom-
modate three levels of AI involvement to match varying design
contexts and user preferences: (1) no AI involvement, where users
manually create and refine all design artifacts; (2) partial AI assis-
tance, where users provide key information and AI fill gaps; and (3)
full AI generation for exploration, iteration, and feedback.
DG7. Ensure adaptability to diverse contexts (N10). Design the
system to be simple yet robust, so that it can scale across a range
of design methodologies and implementation settings—from short
workshops to extended courses—and support users with varying
levels of expertise.

4.2 Interface: Basic Components

Here, we describe the basic components of StoryEnsemble, which
structure the design process into modular nodes that users can
create, edit, and iterate on—either manually, with AI assistance,
or through a hybrid approach. As shown in Fig. 4, StoryEnsemble
offers four node types (Fig. 4D-G), each corresponding to one of the
first four phases (Empathize-Define-Ideate-Prototype) of the
5-stage design thinking process defined by Stanford d.school [20]:

Persona Node (Fig. 4D & 5) [Empathize]: Helps users define
target users through attributes like name, location, needs, and
challenges. These can be filled in manually, completely generated
using AI, or partially completed by users with AI assisting to fill

Figure 4: StoryEnsemble Interface: (A) opens up a panel

(Fig. 6) to add context and generate chains of ideas on a spe-

cific theme, such as Urban Sustainability, (B) allows users to

add empty nodes and edit node content manually (Fig 10) or

with AI (Fig. 9). The system features different nodes types:

(C) context node (e.g., ) for grouping ideas,

(D) persona nodes, (E) problem nodes, (F) solution nodes, and

(G) a storyboard node. (H) Edges ( ) map the relationships

and dependencies between ideas, showing how ideas influ-

ence each other throughout the design process. The figure

shows outputs generated using the feature,

detailed in Section 4.3.
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Figure 5: Persona node: An (A) illustrative image, (B)

name and (C) attributes which represent a persona. Each

node includes (D) a contextual toolbar that appears when

the node is selected. Toolbar options include: (a) view AI-

generated feedback (Fig. 8), (b) revise using AI (Fig. 9), (c) edit

manually (Fig. 10), (d) generate problem node, (e) generate

more personas (Fig. 7), and (f) duplicate the node.

in remaining fields. This flexibility supports cases where designers
already have established personas (e.g., from user interviews or
research) that they want to incorporate directly, or where they
have specific characteristics in mind but need help expanding the
persona with additional details.

Problem Node (Fig. 4E) [Define]: Allows users to define key
challenges, with fields such as context, stakeholders, and objectives.
Users can input their own insights, leverage AI to generate complete
problem statements, or take a hybrid approach where they specify
certain aspects and use AI to develop or refine others—providing
flexibility for cases where designers have identified specific issues
but need help articulating them fully.

Solution Node (Fig. 4F) [Ideate]: Enables users to propose
solutions by outlining attributes like problems addressed, key fea-
tures, and benefits. As with the other nodes, users can manually
create solutions, generate them entirely with AI, or combine their
own ideas with AI-generated content—allowing designers to start
with a specific solution concept and use AI to elaborate on its details
and implementation.

Storyboard Node (Fig. 4G, 11) [Prototype]: Enables users
to create visual narratives for their design concepts, either by gen-
erating frames based on earlier stages using AI or by manually
authoring them for full creative control. Fields include frame type,
image, and caption, supporting rapid exploration and feedback col-
lection. While prototypes can range from low-fidelity (as in this
static storyboard) to high-fidelity (e.g., interactive prototypes in
Figma), StoryEnsemble focuses on low-fidelity storyboards to facil-
itate quick idea exploration and early feedback, aligning with the
goal of providing something “tangible enough to receive feedback
in the short-term” [71].

No specific node represents the Test stage, but feedback mecha-
nisms are built into each node type to support iterative refinement
(Fig. 8), which we elaborate in Sec 4.3.

Node Elements. Each node features illustrative images (Fig. 5A)
to enhance engagement and relatability—helping facilitate empa-
thy with personas, and making problem and solution nodes more
visually compelling and easier to connect with (DG5). To maintain
consistency for nodes chained together, as shown in Fig. 4, nodes
such as persona or solution nodes that are generated after their
prior nodes use character description generated from prior nodes
when generating illustrative images (See ‘Generate visual character
descriptions’ in Table 9 for prompt and Fig. 20 for pipeline).

Connection Mechanisms. StoryEnsemble enables users to estab-
lish dependencies between different stages of the design process
through connection handles. Persona nodes have a single connec-
tion handle at the bottom, allowing them to serve as starting points
that influence subsequent stages. Problem and solution nodes fea-
ture connection handles at both top and bottom, enabling them to
receive input from earlier stages and propagate changes to later
ones. Storyboard nodes, positioned at the end of the process, have
only a top connection handle to receive input from earlier design
artifacts. These handles, shown in Fig. 4H, allow users to estab-
lish dependencies between different stages—for example, linking a
persona to a problem node ( ).

These connections serve dual purposes: they visualize relation-
ships between design artifacts and function as pathways for prop-
agating changes. When a node is updated, the system identifies
connected nodes that might be affected and offers users the op-
tion to cascade these changes forward or backward through the
dependency network. This interconnected structure ensures that
modifications in one stage can be propagated throughout the design
process, supporting the iterative nature of design thinking.

4.3 Features for Supporting Rapid Exploration

and Flexible Iteration

We added features in StoryEnsemble designed to support rapid
exploration and flexible iteration (DG3). This design decision is
grounded in the principle that “design is often an interplay between
ideation and iteration” [29, 56]. In StoryEnsemble, users can iterate
within and across design stages (DG1). Below, we describe the
supporting features and their use cases in Sec 4.4.

Start Brainstorming (Fig. 4A, 6; DG5, 3). In the early stages of
design, users often struggle to get started due to lack of knowl-
edge [22, 68]. To assist with this, StoryEnsemble offers a brain-
storming feature where users can start from scratch or build upon
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Start brainstorming

Design stage *

Design context *

 Persona ideas

 Problem ideas

 Solution ideas

 Storyboard description

 Storyboard

Select the design stage you want to generate up to. Starting from personas, ideas will be generated for each 
stage up to and including the selected stage.

Describe the context you are designing for. Descriptions for specific design stages can be added below.

Provide initial ideas and context for the personas you want to generate.

Provide initial ideas and context for the problems you want to generate.

Provide initial ideas and context for the solutions you want to generate.

Roughly describe the storyboard you want to generate.

Specific node ideas (optional)

Generate ideas

A

B

C

Figure 6: Start Brainstorming: A panel that opens when

users select the button (Fig. 4A). It allows

users to generate and explore multiple design artifacts. Users

can (A) specify the design stage (personas, problems, solu-

tions, storyboards) they want to generate up to, (B) provide

a design context text prompt, and (C) add optional context

or text guidance for each stage. For example, users can add

optional context like ‘PhD students who publish at CHI, IUI,
or UIST’ to steer the kinds of personas that get generated.

initial ideas. The system leverages AI to generate diverse ideas
based on minimal input, helping users overcome creative blocks
and encouraging exploration of different possibilities. This feature
specifically supports the divergent thinking phase of the first dia-
mond (Discover) in the Double Diamond model, allowing users to
broadly explore the persona-problem-solution space by generating
multiple persona, problem, and solution ideas. It addresses common
challenges in design practice, such as the difficulty of generating
diverse ideas at the start of a project, when team members may be
fixated on a few familiar personas, problems, or solutions.

Add Empty Node (Fig. 4B; DG3, 1). Tools need flexibility and
support diverse contexts and user needs. This feature allows users
to add any empty node and manually fill the contents in—using the
edit panel shown in Fig. 10—rather than relying on AI-generated
content. This feature is designed to account for situations where
users already have a persona, problem statement, solution, or sto-
ryboard design, such as those informed by prior research or user
interviews. By supporting manual input, it upholds the principle
of human-centered design, which emphasizes grounding decisions
in engagement with end users. In practice, StoryEnsemble users
can complete the persona and problem nodes based on actual user

data, then leverage AI—as needed or as appropriate in a given con-
text—to explore potential solution ideas and generate storyboards
to communicate their design concepts.

Generate More (Fig. 7; DG5,3). One of the key strengths of gen-
erative AI is its ability to rapidly produce new ideas [68]. To ease
the ideation process, StoryEnsemble features a Generate More
option that allows users to seamlessly generate additional ideas or
variations of existing ones, as shown in Fig. 7. This feature ensures
that users are not limited by their initial ideas and can explore be-
yond them. Users can use this feature for all node types except for
storyboard. It helps users efficiently explore the persona-problem-
solution spaces and discover ideas they might have difficulty think-
ing about before converging on a specific direction, as prescribed
in the Develop phase of the Double Diamond model (Fig. 1). This
sustains divergent thinking beyond initial ideation, encouraging
users to push beyond their perspectives.

Revise with AI (Fig. 9; DG1). This feature allows users to pro-
vide any instruction as prompt to update the content of any node.
Users can open the panel (Fig. 9) by selecting any node and click-
ing the button, as shown in Fig. 5D. StoryEnsemble in-
telligently supports partial completion workflows: when a user
manually adds data to certain fields but leaves others empty, the
Revise with AI feature automatically recognizes these gaps. Upon
switching to the Revise tab in the popup, the system adds ‘Fill in
missing values’ to the instruction suggestions. This allows users to
quickly complete their partially defined nodes without having to
explicitly request or formulate this common task. For example, if
a designer has specific demographic information about a persona
from research but lacks insights about their challenges, they can
simply select this auto-generated instruction to have AI suggest
appropriate challenges based on the existing persona attributes.

Generate Next Node (Fig. 5d). After selecting any node (except sto-
ryboard), users can use the Generate Next Node option from the con-
textual toolbar to create several downstream nodes. For instance, se-
lecting it from a persona node— as in Fig. 5d—allows
the user to generate related problem nodes, while selecting it from a
problem node can yield multiple solution ideas. This feature enables
users to extend their ideas efficiently. By allowing generation from
any stage in the process, this feature encourages rapid exploration.

View Feedback (Fig. 8, Iterating within Design Stage; DG2). Sto-
ryEnsemble enables users to gather AI-generated feedback for re-
fining individual nodes, such as personas, problem statements, so-
lutions, and storyboards. When feedback is incorporated and the
content of a node is updated, the system recognizes the potential
impact on other connected nodes. For example, revising a problem
statement may necessitate changes to the personas or solutions
linked to that problem. The system provides a visual cue ( ), sig-
naling users that updates in one node could affect related nodes.
Users are made aware of these dependencies through icons that
appear on the connected nodes, allowing them to decide whether
to update the content in those nodes. This ensures that feedback-
driven changes flow naturally within a design stage while main-
taining consistency across the artifacts. This feedback mechanism
supports the transition toward convergent thinking phases (Define
and Deliver in the Double Diamond model), enabling users to eval-
uate and narrow down options based on critical assessment of their
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Figure 7: Generate More: Users can build on (A) a selected idea by (B) entering their own suggestions in natural language or

(C) utilizing AI-generated recommendations. For example, a user could type a prompt like ‘people who live in the same state
(e.g., Austin, TX) as Gentle George’ or ‘...in different states (e.g., California)’ to steer the generation. The system then generates

(D) additional ideas (e.g., Careful Cathy from San Francisco) to support further exploration.

Figure 8: View Feedback: (A) Users can generate feedback for each node ( ) and (B) review a list of AI-generated

feedback to select feedback to incorporate. (C) Users provide a response to a feedback question to (D) update the node accordingly.

ideas. The AI-generated feedback provides diverse perspectives
that might otherwise require extensive user research or stakeholder
consultation, making the convergent phases more thorough and
evidence-based.

Cascading Changes (Fig. 12, Iterating Across Design Stages; DG3,
1). In addition to supporting feedback-driven iterations within a
stage, StoryEnsemble facilitates the propagation of changes across
different stages of the design process. When a node is updated—via
manual editing (Fig. 10), AI-assisted revision (Fig. 9), feedback in-
corporation (Fig. 8), or creating new connections between nodes
(Fig. 12)—the system identifies how these changes may influence
other nodes connected to that stage. For example, modifying a per-
sona may prompt updates to the problem statement and solution
nodes that are dependent on it.

Whenever a node is updated via any of the four interactions, Sto-
ryEnsemble displays ‘update’ ( ) and ‘propagate change’ (forward
propagation: ; backward propagation: ) icons that appear on
affected nodes, as shown in Fig. 12. These visual indicators alert
users that a change in one area of the design may require adjust-
ments in related stages. Unlike in the View Feedback feature, where
users can refine individual nodes within a stage, cascading changes

allow for holistic updates across multiple stages of the design pro-
cess. Users can choose to propagate changes all the way to the last
connected node ( ) or to the first node in the chain ( ) or manually
update the connected nodes one by one ( ), ensuring flexibility
and control over the iterative process. By highlighting potential
interdependencies between design stages, StoryEnsemble reduces
the manual effort required to maintain consistency, allowing users
to focus on creative exploration and iteration without losing track
of critical connections between artifacts.

Multi-Node Selection and Batch Operation (Fig. 13; DG5, DG4,
DG1). StoryEnsemble enables users to select multiple nodes simul-
taneously and perform operations on them as a batch. For example,
users can select multiple persona nodes and generate corresponding
problem nodes that take all selected personas as context, allowing
for efficient exploration of problem spaces across different user
types. Similarly, multiple problem nodes can be selected to generate
diverse solutions addressing various challenges. This capability
extends to feedback as well, where users can request feedback on
multiple nodes at once to evaluate them comparatively. By sup-
porting batch operations, StoryEnsemble streamlines the workflow
when exploring diverse design directions, enabling users to quickly
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Figure 9: Revise with AI: Users can easily update (A) idea

content by providing (B) natural language prompts (e.g., ‘Add
virtual workshops to increase participation’). (C) AI suggests
instructions for iteration (e.g., ‘Partner with local schools for

youth engagement’), and (D) revised content is automatically

underlined for clarity.

branch out and consider multiple pathways through the design
space without having to perform repetitive individual actions.

Semantic Zoom (Zoomed Out - Fig. 4; In - Fig. 5 | DG4). As users
generate multiple personas, problems, solutions, and storyboards,
the interface can become complex and potentially overwhelming.
To address this challenge, StoryEnsemble implements semantic
zoom functionality that adapts content visibility based on zoom
level. When zoomed out, nodes display only their titles—as in
Fig. 4—while still allowing access to full content via hover, which
reveals a detailed popup window, eliminating the need to zoom in.
This supports rapid exploration of the design space by allowing
users to generate and compare many ideas without visual clutter.
By providing an overview while preserving access to details, Sto-
ryEnsemble enables users to maintain awareness of their full idea
landscape while focusing on specific areas of interest. This aligns

Figure 10: Designer input: Users can manually edit the con-

tents of a node using an interface with text fields by selecting

the button on a persona, problem, or solution

node. This supports flexible engagement with AI, allowing

users to rely fully, partially, or not at all on AI (DG6).

with both divergent thinking principles—supporting the genera-
tion and navigation of many possibilities—and convergent thinking
phases where users need to compare and evaluate options efficiently
across the design space.

4.4 Example Scenario: Designing a Sustainable

Packaging Solution

Alex, an eco-conscious freelance designer, is using StoryEnsemble
to create a sustainable packaging solution for grocery stores. As
Alex progresses through the design process, he utilizes both diver-
gent and convergent thinking tasks, guided by the system’s features.
Alex’s journey through this design process demonstrates how Sto-
ryEnsemble supports the complete design cycle while following
the Double Diamond model’s structure. Throughout this scenario,
Alex moves through both diamonds of the process: first engaging
in divergent thinking to explore multiple personas (Discover) be-
fore converging on Sustainability-Seeking Sara (Define), then
diverging again to consider various solutions (Develop) before
converging on Plant-based Packaging (Deliver). StoryEnsem-
ble supports this natural flow between expansive exploration and
focused refinement, demonstrating how generative AI can opera-
tionalize core design principles that are often difficult to implement
fully in practice due to time and resource constraints.

Empathize Stage ( Persona Node) - Divergent Task. Alex
begins by brainstorming types of users who would benefit from
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Figure 11: Storyboard: Each storyboard has (A) a title and (by default) four frames. Each frame represents a (B) specific type

(Context , Problem , Solution , Resolution ) and comes with an image and a (C) caption. Users can (D) upload an

image of choice to the frame or (D*) edit it: they can update the (D1) frame type, (D2→D3) description used for guiding image

generation, caption text (D4), and then (D5) regenerate image with new description (‘Back of Peter looking at ResearchSync AI’).
Users can also (E) add new frames to extend the narrative. The (F) storyboard settings panel enables customization of visual

styles: users can choose an image style (F1→F2), such as (F3) comic-book or (F4) other options like neon-punk, anime, and line-art,

and regenerate all images in the selected style. The pipeline for generating the storyboard is detailed in Fig. 20.

sustainable packaging. Using the AI-generated persona feature, he
explores a range of possibilities and settles on Sustainability-
Seeking Sara, a young professional who cares about the environ-
ment but struggles to find eco-friendly packaging at her local gro-
cery store. The system helps Alex define Sara’s attributes, such as
her environmental concerns, grocery shopping habits, and desire
for sustainable products. This divergent phase encourages Alex to
explore various user profiles before selecting one that resonates
with the problem space.

Define Stage ( Problem Node) - Convergent Task. Alex
needs to focus on clarifying the core problem that his solution will
address. Using the problem node, Alex enters insights based on
Sara’s persona, allowing the AI to generate potential problem state-
ments. The chosen problem is: Limited availability of sustainable
packaging options in grocery stores. The View Feedback feature
prompts Alex to refine the problem further by considering sugges-
tions, such as including the economic challenges of transitioning to
sustainable packaging. This phase represents a convergent task, as
Alex narrows down and refines the problem into a clear, actionable
statement.

Ideate Stage ( Solution Node) - Divergent Task. In the
ideation phase, Alex tries to explore as many potential solutions as

possible by using the Generate More feature. To guide solutions
towards environmentally friendly packaging options, Alex inputs
‘biodegradable packaging’ as a guiding prompt. StoryEnsemble
returns several AI-generated alternatives, including Reusable
Packaging Programs and Plant-based Packaging. This stage is
all about divergent thinking, as Alex explores multiple avenues
and evaluates which solutions are most viable. After reviewing the
options, Alex decides to focus on Plant-based Packaging and
begins fleshing out the key features and benefits of this solution.

Prototype Stage ( Storyboard Node) - Convergent Task.
Now in the prototype stage, Alex shifts to a convergent task by
focusing on turning his solution into a tangible concept. Using the
storyboard node, Alex creates a visual narrative to illustrate Sara’s
journey—from struggling to find sustainable packaging, discovering
the plant-based packaging solution, and adopting it for her groceries.
Alex uses Revise with AI to tweak the storyboard frames, ensuring
the visuals and captions align with the design goals. This low-
fidelity prototype allows Alex to quickly generate a storyboard that
communicates the solution’s value and gathers early feedback.

Iteration and Feedback Collection – Divergent and Con-

vergent Tasks. Throughout the process, Alex engages in both
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(a) Forward propagation: Users can (A) connect from a upstream

node to downstream node (e.g., persona→problem), and then (B)

click forward prop icon ( ) to trigger (C→D) updates to later stages.

(b) Back propagation: Users can (A) connect from a downstream node

to upstream node (e.g., solution→problem), and then (B) click back

prop icon ( ) to trigger (C→D) updates to earlier stages.

Figure 12: StoryEnsemble supports forward and backward propagation. Propagation can be triggered either by user-initiated

handle connections between nodes (shown above) or by making changes to an existing node. Users can freely connect any

node—upstream or downstream—to another. This enables users to fill in missing content, maintain coherence across stages,

and iterate fluidly without being constrained by a fixed direction or sequence.

(a) One-to-One: Using the Start Brainstorm-

ing feature results in multiple one-to-one

pairs (e.g., Fig. 4).

(b) One-to-Many: Using toolbar’s Generate

Next Node feature (e.g., Fig. 5d) from a single

node creates multiple downstream nodes.

(c) Many-to-Many: Selecting multiple nodes

and using toolbar’s Generate Next Node

feature yields multiple downstream nodes,

each generated using the selected nodes.

Figure 13: Three node-to-node patterns that showcase different workflows and exploration strategies.

divergent and convergent tasks. The Forward Propagation fea-
ture helps Alex ensure that updates to Sara’s persona (e.g., adding
her involvement in a community recycling program) are reflected
in other stages like the problem statement and solution nodes.

The feature allows Alex to gather diverse feedback
at each stage, a divergent task, but then Alex converges by incor-
porating that feedback into a refined version of the solution. The
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Cascading Changes feature ensures consistency across the nodes,
making it easy for Alex to iterate without losing coherence.

Final Stage: Conclusion and Refinement – Convergent

Task. In the final phase, Alex reviews the project holistically. By us-
ing Cascading Changes, Alex ensures that the connections between
the persona, problem, and solution are solid. This final convergence
solidifies Alex’s design, making sure that the artifacts work together
to support a cohesive, user-centered solution.

4.5 Implementation Details

StoryEnsemble is built as a web application using the React frame-
work. The interactive canvas is implemented with ReactFlow, an
open-source library for building node-based interfaces. For AI-
powered features, the system integrates OpenAI’s API for text gen-
eration and Stability for image generation. Each node tracks its de-
pendency changes, and the prompts used in the system—including
those for regenerating node content—are listed in Appendix A.2.

5 User Evaluation

To assess the perceived usefulness of StoryEnsemble, we conducted
a user study. Specifically, we aimed to understand: (1) how Sto-
ryEnsemble supports workflows inspired by core design principles
such as iteration, divergence and convergence, and scenario-ased
reasoning, (2) the usefulness of StoryEnsemble’s features, and (3)
potential applications of StoryEnsemble, especially for learning,
teaching, and using the iterative, exploratory design process.

Study Setup & Rationale. Given the novel aspects of StoryEnsem-
ble, we opted for an exploratory study, a method increasingly used
to evaluate AI systems offering novel experiences [10, 35, 68, 69].
Like recent systems, StoryEnsemble introduces a variety of features
(as shown in Sec 4), including innovative ones like backward prop-
agation (Fig. 12b). This made an exploratory approach well-suited
for examining the system’s broader potential and the perceived
utility of each feature. Another key motivation was to understand
how StoryEnsemble could support diverse user groups—students,
instructors, and practitioners—across a variety of design method-
ologies and workflows. The open-ended nature of this inquiry rein-
forced the need for an exploratory study; a more narrowly defined,
hypothesis-driven approach (requiring a baseline) would have lim-
ited our analysis and prevented us from a broader examination of
the system’s flexibility, usefulness, and overall potential. While a
hypothesis-driven approach is equally valuable, we see it as more
appropriate as a next step—to build on the findings from this ex-
ploratory work to form hypotheses and evaluate them in a more
controlled setting.

5.1 Procedure

The 90- to 120-minute evaluation study (Fig. 14) was conducted in
four main phases: tutorial, task, survey, and interview. Each phase
was designed to guide participants through the process and gather
insights on their experiences and interactions.

Tutorial (40-60 min). The study began with a self-paced tutorial
session to familiarize participants with the system and its features.
For consistency across participants, they were asked to watch a
set of pre-recorded tutorial videos (20+ videos totaling 37.5 min)
demonstrating how to use StoryEnsemble for various tasks, such as

Figure 14: User study procedure

idea generation and iteration within the design process. Participants
were instructed to replicate the actions shown in the videos.

Task (20-30 min). After the tutorial, participants were asked to
complete a task using the system while engaging in the think-aloud.
The task involved selecting a topic of their choice, with a list of
pre-selected topics (Table 3) provided for reference, though they
were also free to choose a topic outside of the list. We instructed
participants to iterate on their designs at least once, in order to
gather insights into their experience using the system’s iteration
features and understand how and why they chose to use them.
This session lasted approximately 20–30 minutes, depending on the
complexity of the task and participant engagement.

Survey (15 min). Once participants completed the task, they were
given a brief survey to gather quantitative feedback on their expe-
rience. The survey included questions from the Creativity Support
Index [14] (CSI) and System Usability Scale [6] (SUS) questionnaires,
as well as questions about the perceived effectiveness of individual
features. To provide participants with a familiar frame of refer-
ence, we referred to the design process as design thinking in some
questions, similar to our approach in the formative study.

Interview (15 min). Finally, participants took part in a semi-
structured interview to provide more in-depth qualitative feedback.
The interview focused on participants’ perceptions of the system’s
strengths and weaknesses, the ease of use of the AI tools, and how
effectively the system supported their design process. As with the
survey, we occasionally referred to design thinking when probing
participants’ process, in order to facilitate discussion and align with
a commonly recognized design framework. Participants were also
asked about any challenges they encountered during the task and
their thoughts on how the system could be improved.

5.2 Participants

We recruited 10 participants (age: M = 34.6, SD = 10.9, range = [24,
60]; gender: 5F, 5M) who represented the perspectives of three user
groups: 4 students’, 5 instructors’ (M = 8 years of experience, SD =
8.1, range: [1, 20]), and 6 practitioners’ (M = 5.2 years of experience,
SD = 2.6, range: [3, 10]). Throughout the paper, as shown in Table 1,
we refer to participants as P1–P10, using subscripts to indicate their
current profession: student (stud), instructor (inst), or practitioner
(prac). For example, P4stud or P10inst.
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Profession Age Years of Experience

P1 Practitioner 24 3 years

P2 Practitioner 32 5 years

P3 Student 26 1 year

P4 29
2 years

Student + 1 year (Instructor)
+ 3 years (Practitioner)

P5 Practitioner 31 5 years

P6 Practitioner 37 10 years

P7 Student 28 1 year
+ 1 year (Instructor)

P8 Instructor 46 12 years
+ 5 years (Practitioner)

P9 Instructor 60 20 years

P10 Instructor 33 6 years
+ 1 year (Student)

Table 1: Participant demographics for user evaluation

5.3 Measures

We describes measures used to examine (1) how StoryEnsemble
supports exploration and iteration and (2) the usefulness of Sto-
ryEnsemble’s features.

5.3.1 Creativity Support &Usability. To assesswhether StoryEnsem-
ble provides effective creativity support and is usable, we admin-
istered two standard questionnaires for measuring them: the Cre-
ativity Support Index (CSI) and the System Usability Scale (SUS)
surveys.

5.3.2 Exploration Measures. To assess how participants explored
the design space while using StoryEnsemble, we defined the fol-
lowing as exploration measures.

1. Number of persona, problem, solution, storyboard nodes. This mea-
sure is informed by prior work in information retrieval and
HCI [69, 73, 84], where the breadth of information exploration
is often assessed by counting concept nodes or domain-specific
terms created in mind maps or knowledge structures. In our
case, this refers to the number of nodes that participants created
during their task, corresponding to major stages of the design
process: empathizing with the user, defining the problem, ideat-
ing solutions, and creating storyboards. By counting persona,
problem, solution, and storyboard nodes, we can gauge how
thoroughly participants engaged with each stage. Higher counts
may indicate more extensive exploration and ideation, reflecting
deeper engagement with the system’s core tasks.

2. Usage frequency of features designed for exploration. To measure
the extent to which participants used features designed for ex-
ploration, we tracked the frequency of interactions with specific
system tools, such as the Start Brainstorming for generating
ideas and Generate More option for expanding on ideas from

selected idea. These metrics help us understand how often par-
ticipants relied on StoryEnsemble’s generative AI capabilities to
enhance their exploration of ideas, as well as their willingness
to try different features for broadening the solution space.

5.3.3 Iteration Measures. According to [56], an iteration can be
defined as “a new version of a design or changes to design.” Addi-
tionally, wemeasure the number of times users utilize the propagate
changes feature. The measures are as follows.
1. # of Individual Node Edits. This measure tracks how often partic-

ipants edited a node (e.g., persona, problem, solution) and used
the Update function ( ) to apply changes to a single connected
node. By monitoring the number of edits and updates that prop-
agate to only one related node, we can assess how participants
iterated within specific parts of the design process while keeping
the scope of changes localized. This can indicate whether partic-
ipants preferred to make targeted refinements to adjacent nodes
rather than making broader, system-wide adjustments across
multiple connected nodes.

2. # of Forward Propagate Edits. This measure counts the number
of times participants edited a node and chose to Forward Prop-
agate ( ) changes to subsequent nodes in the workflow (e.g.,
updating a problem node and propagating changes to connected
solution nodes). The number of nodes updated by forward prop-
agations was also tracked. By tracking forward propagation, we
can assess how frequently participants recognized that changes
in one stage should affect subsequent stages, a hallmark of effec-
tive iterative process.

3. # of Back Propagate Edits. This measure captures how often partic-
ipants edited a node and chose to Back Propagate ( ) changes
to preceding nodes (e.g., modifying a solution node and propa-
gating changes back to the problem node). The number of nodes
updated by backward propagations was also tracked. This metric
helps us understand how participants handled iterative feedback
loops, ensuring that updates made at later stages of the design
process were reflected in earlier stages. It highlights the system’s
ability to support non-linear design processes where iteration
occurs across multiple stages.

5.3.4 Perceived Utility Measures. To evaluate the perceived utility
of StoryEnsemble’s features, we analyzed responses from the post-
study survey and interviews. This included participants’ agreement
ratings (1: Strongly Disagree, 5: Strongly Agree) to statements like,
‘Being able to propagate changes down ↓ to dependent nodes is
useful for iterating on ideas’ and questions during interview to
elicit further details on their assessment of the features.

6 Results

We present an analysis of survey responses, interviews, and partic-
ipant interactions with StoryEnsemble,2 detailing their assessment
of the system, how they utilized its features, the perceived value of
each, and the diverse ways StoryEnsemble can enhance learning,
teaching, and the practice of exploratory, iterative design process.

Creativity Support & Usability. Participants rated StoryEnsemble
as providing high creativity support [14]. As shown in Table 2, the
2Due to time constraints, one participant (P6) was unable to complete the task, reducing
the system usage analysis to N=9. All other analyses are based on N=10.
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Table 2: Creativity Support Index (CSI) Results (N=10). The highest value is shown in bold, and the second highest in underline.

Following the guidelines by the authors of CSI [14], the Collaboration factor was included in the paired-factor comparison

questions despite it being out of scope in this study as the score reflects its perceived importance to users and could thereby be

useful for future reference.

Factor Av.g. Score (SD) Avg. Factor Count
Enjoyment (“I enjoyed using the tool”) 18 (2.1) 1.8
Exploration (“It allowed me to track different ideas”) 17.8 (2.5) 5.1

Expressiveness (“It allowed me to be very expressive”) 15.6 (4.6) 3.9
Immersion (“The tool was engaging”) 15.3 (4.4) 1.3
Results Worth Effort (“I was satisfied with what I got”) 17.6 (2.5) 5.1

Collaboration (“I could collaborate with others”) N/A 2.8
Overall CSI Score 72.0 (15.7)

participants found StoryEnsemble to provide the most support in
terms of Enjoyment and Exploration. On the other hand, the CSI
factor count revealed that they regard ‘getting satisfactory results’
(Results Worth Effort) and ‘being able to explore diverse ideas’
(Exploration) as the important factors when using StoryEnsemble
for iterative design process, followed by ‘being able to be expressive’
(Expressiveness). System Usability Scale (M = 84.8, SD = 10.8),
coupled with self-reported responses, showed that participants
found StoryEnsemble extremely usable (Excellent according to [6])
and passing the cutoff score (68) for production by a large margin.
P10inst echoed this, saying it is “intuitive” and that he can see
“students or designers learning this in a few minutes.”

6.1 How Does StoryEnsemble Support

Exploration and Iteration?

6.1.1 Exploration. Participants generally found exploration of ideas
easy in StoryEnsemble (‘it was easy to explore ideas’: 5 Strongly
Agree, 3 Agree, 1 Neutral, 1 Disagree). On average, participants
created 16.3 ideas (PERSONA: 4.4; PROBLEM: 5.2; SOLUTION: 5.1;
STORYBOARD: 1.5). Specifically, they all agreed that ‘being able to
rapidly generate ideas using AI was useful for exploring ideas’ (7
Strongly Agree, 3 Agree). P6prac said: “I think it’s extremely useful,
because it generates ideas quickly and it’s also easy to edit. The
Design Thinking process is currently very manual and in need of
being digitised, so what you’re doing is great.”

Participants also found theAI-generated ideas from Start Brain-
storming for the persona, problem, solution, and storyboard nodes
very useful (4 Strongly Agree, 6 Agree) and mostly relevant (2
Strongly Agree, 6 Agree, 1 Neutral, 1 Disagree). P1prac appreciated
how AI provided perspectives outside his experience. He shared
that while working on a wedding app, he struggled to see things
from a couple’s point of view, as he was not married. StoryEnsem-
ble helped him empathize with personas and better understand
their needs. P4stud recognized that exploring diverse ideas could
help combat “design fixation,” a common issue in traditional design
processes.

As shown in Fig. 15, they also found AI-generated suggestions
extremely useful (5 Strongly Agree, 5 Agree) and for exploring ideas
(8 Strongly Agree, 2 Agree). On average, participants generated 22.6
suggestions during their exploration. Most participants found creat-
ing additional nodes using the Generate More feature extremely

useful for exploration (8 Strongly Agree, 1 Agree, 1 Disagree). Four
participants started with a single persona and then expanded their
persona set using Generate More instead of generating the full
set of ideas from the start. P4stud, who selected Disagree, expressed
concern about over-reliance on AI for generating synthetic user
data. She preferred creating the initial persona set with real data
and then using AI to fill in gaps, validating these insights with
target users through further research.

6.1.2 Iteration. Many participants generally found it easy to iter-
ate on ideas (4 Strongly Agree, 4 Agree, 1 Neutral, 1 Disagree). On
average, participants iterated on each node at least twice for all
nodes except storyboard (PERSONA: 4.2 ; PROBLEM: 2.4; SOLU-
TION: 2.1; STORYBOARD: 0.5) by manually editing (2.1), revising
with AI (2.6), and using feedback to trigger update of the node (0.3).

Participants appreciated how the AI-generated feedback (shown
in Fig. 9) nudged them to iterate. P2prac said: “I liked that it made me
incorporate feedback and revise.” Overall, they found AI-generated
feedback very useful in general (5 Strongly Agree, 3 Agree, 2 Neu-
tral) and for iterating on ideas (4 Strongly Agree, 5 Agree, 1 Neutral).
In addition to the quality of the feedback, the ease with which they
could update the node by incorporating the feedback from the list
and trigger update of the node seemed to help them effortlessly
transition into iteration. P1prac said: “from feedback, it makes me
go, ‘Oh yeah, I forgot about this.’ And then I can just iterate based
on that feedback.”

Overall, participants liked the support StoryEnsemble provides
to enable flexible iteration, with many participants (P2prac, P7-
8stud,inst, P10inst) quoting both the forward propagation and back-
ward propagation as their favorite features. As shown in Fig. 15a,
participants found both propagation mechanisms (Fig. 12) highly
useful for iteration (Forward Prop: 7 Strongly Agree, 3 Agree; Back
Prop: 6 Strongly Agree, 2 Agree, 2 Neutral). Most participants (7/9)
used ‘propagate changes’ at least twice (Forward Prop: M=3.2; Back-
ward Prop: M=1.2). P2 specifically emphasized the value of being
able to iterate acr oss different stages:

“I totally like the top down approach of iteration and
also bottom up approach where we propagate from
one level to another. ... I could iterate top, down,

bottom up to any levels. So it felt better than design
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(a) Perceived usefulness of each feature for ideation, iteration, evaluation, and visualization of ideas.

(b) Perceived quality of AI-generated ideas, suggestions, and feedback

Figure 15: General perception of the usefulness of StoryEnsemble features and the quality of AI-generated ideas, suggestions,

and feedback.

thinking in a way because, I felt like I could iterate

on all different levels.”

6.2 How Can StoryEnsemble Be Used in Design

Process?

We present three types of workflows (Ws) observed in our analysis
that reflect a spectrum of design approaches, ranging from mostly
user-driven to heavily AI-assisted.

W1. Bottom-Up (User-driven) Workflow (Fig. 18). P1prac followed
a bottom-up strategy, generating and iterating within each stage
before moving on to the next. In the Empathize Stage, theymanually
created an initial persona (Persona 1), then used StoryEnsemble’s
AI support to generate four additional personas (Persona 2-5). In
the Define Stage, P1 generated two problem nodes (Problem 1,
2) connected to Persona 2 and Persona 3. Next, P1 generated 3
solutions (Solution 1-3) based on Problem 1 to explore the Ideate
Stage. P1 then created a storyboard based on Solution 1, Problem 1,
Persona 2, and Persona 3. Finally, P1 used AI-driven revisions to
edit the problem framing within the storyboard and regenerated the
problem image to better reflect the design intent in the Prototype
Stage. This workflow illustrates how users can actively guide the
process while using AI to expand and refine ideas.

W2. Top-Down (AI-driven) Workflow (Fig. 19). P2prac adopted a
more AI-driven, top-down approach, using AI to generate a compre-
hensive design direction upfront. After manually drafting Persona
1, P2 used AI to revise it and then prompted StoryEnsemble to gen-
erate the remaining elements across all design stages in one go: 4
problems (Problem 1-4), 4 solutions (Solution 1-4) and a storyboard
linked to Solution 2, Problem 3, and Persona 1 in a single generation
from Persona 1. Then P2 iterated on Solution 2 using StoryEnsem-
ble’s ”backward propagation“ feature, which cascaded updates to
the linked Problem 2 and Persona 1. This workflow demonstrates
StoryEnsemble’s ability to support nonlinear iteration and rapid
exploration from a high-level concept.

W3. Hybrid Workflow (Fig. 17). P8inst used a hybrid approach,
incorporating both designer input and AI suggestions. In the Em-
pathize Stage, P8 generated 3 personas (Persona 1-3) and revised
Persona 2 and 3 using designer instructions and AI-recommended
prompts. P8 also engaged with AI-generated feedback to further
refine Persona 3. In the Define Stage, P8 generated 3 problems
(Problem 1-3) based on Persona 3, revising Problem 1 and 2 using
AI-recommended prompts before proceeding to brainstorm solu-
tions for Problem 2. This workflow reflects the StoryEnsemble’s
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Figure 16: The workspace of P7
stud

after completing the task. P7 followed a hybrid approach that combined manual authoring

with AI assistance. (1) P7 manually created an initial persona, then (2) used Generate More to expand the persona space.

(3) These personas were used to generate corresponding problems, solutions, and an initial storyboard. (4–5) P7 then used

backpropagation from the storyboard to generate and revise earlier artifacts—including persona nodes—and (6) generated up to

a storyboard. This process illustrates how StoryEnsemble enables dynamic exploration and iteration.

flexibility in supporting co-creation and dynamic iteration between
user input and AI contributions during design processes.

These workflows illustrate StoryEnsemble’s key design principle
of supporting flexible, interconnected design exploration, where
users can seamlessly move between manual input and AI-assisted
generation across different design stages.

6.3 What Are Potential Applications,

Opportunities, and Challenges?

In addition to its role in supporting exploration and iteration, Sto-
ryEnsemble opens up several potential applications and addresses
opportunities and challenges in the broader use of iterative de-
sign process. Through our study, we identified key use cases in
teaching, learning, and professional design, while also uncovering
concerns regarding AI’s role in the process. Most participants rated
StoryEnsemble as extremely useful for teaching and using design
thinking (Teaching: 5 Extremely Useful, 3 Very Useful, 2 Moder-
ately; Using: 7 Extremely Useful, 1 Very Useful, 2 Moderately). In

contrast, the ratings for learning design thinking were more evenly
distributed, ranging from moderate to highly useful (Learning: 3
Extremely Useful, 1 Very Useful, 2 Moderately). This suggests that
the tool is particularly valuable for practitioners and instructors,
while its benefits for learners are still significant but more varied.
Below, we explore the main themes that emerged from the survey
and interviews.

6.3.1 Leveraging StoryEnsemble for Teaching and Demonstrating
Design Thinking. Many participants emphasized the value of Sto-
ryEnsemble for teaching design thinking in academic settings. The
system’s ability to quickly generate artifacts like personas and solu-
tions, combined with its iterative features, was seen as an effective
way to guide students through the design thinking process in a
structured, interactive manner.

One of the most prominent themes that emerged from our study
was StoryEnsemble’s potential as a teaching tool. Several partici-
pants, especially instructors, noted that StoryEnsemble could signif-
icantly enhance the way design thinking is taught in classrooms by
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Figure 17: The workspace of P8inst after completing the task.

making the process more interactive and accessible. For instance,
P2prac said: “this could help people practice design thinking in the
way it’s intended to be. It makes more sense to do it this way.”

P8inst, an experienced instructor, emphasized how StoryEnsem-
ble could serve as a practical demonstration tool, allowing students
to see an entire design thinking process in action. He described how
it would help students develop a mental model of what a complete
project looks like, giving them a clear understanding of how each
stage—persona creation, problem definition, solution ideation, and
prototyping—fits together:

“If I had this tool, it would be really neat to demo a
toy project... I could use the AI to show them how

to iterate through a persona, a problem statement,
and a solution.”

Specifically, he was excited about StoryEnsemble’s propagation
mechanisms and suggested that the tool could be perfect for demon-
strating it:

“My favorite feature is the propagate downward

and propagate upward [features], because this is
what we try to teach to students in the design

thinking process... but you already have a mecha-
nism to allow that by propagating upwards or down-
wards. So I really like that.”

Another important advantage for teaching is the ability to use
real-time feedback and AI-generated suggestions to encourage stu-
dents to reflect on their decisions. P2prac noted how this feature
could deepen students’ engagement:

“The fact that you can go back and forth and revise
things... it would make them think more about the
problem and the users.”

However, some instructors expressed concerns about students
potentially over-relying on AI and skipping critical steps in
the design process. P4stud emphasized the importance of hands-on
experience, saying that “students should have the experience of
actually doing it instead of just generating everything randomly.”
Instructors, who identified similar potential issues, suggested con-
trolling when and how students use AI in the classroom. P4stud and
P10inst proposed introducing AI later in the learning process, after
students have had a chance to work through initial tasks manually.
This could help ensure that students develop essential design skills
before using AI to iterate or refine their work. Additionally, P5prac
suggested that future versions of StoryEnsemble could feature an
admin panel, allowing instructors to tailor AI’s involvement to spe-
cific tasks and providing them with the flexibility to manage how
AI is integrated into different phases of design thinking.

Overall, participants saw StoryEnsemble as a powerful teaching
tool, with the potential to make design thinking more accessible,
interactive, and engaging for students, while acknowledging the
need to maintain a balance between AI assistance and hands-on
practice.

6.3.2 Streamlining Professional Workflows with AI Assistance. In
addition to its potential for education, StoryEnsemble was also
seen as a valuable tool for improving design workflows in profes-
sional environments. Several participants, particularly those with
experience in design practice, noted that StoryEnsemble could help
streamline the ideation and iteration process, making it more effi-
cient for small teams or projects with tight deadlines.

P6prac reflected on how StoryEnsemble could speed up the design
process in situations where resources are limited, saying “it would
speed up the process massively, especially when the design team
is small.” P5prac added that StoryEnsemble could drastically reduce
the amount of time spent on brainstorming and iteration, allowing
teams to focus on more strategic aspects of design. Reflecting on
the past design workshop with 8 members of his team, he said that
StoryEnsemble could have easily given “50% [time] reduction” for
each person, essentially saving “40 hours” and allowing that time
to be “used for something else.”

In a similar vein, P2prac, who learned design thinking through a
self-paced, 1-week online course, said that given the low attention
span of people, this tool would be amazing for students like her,
saying “if I can learn the same thing in 90 minutes what I learnt
in a week, I’ll choose the 90 minutes.” She went onto add that
corporations that invest money and time to teach their employees
about design thinking would be thrilled to purchase this tool for
training purposes.
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6.3.3 Balancing AI Assistance and Hands-On Design Practice. While
participants praised StoryEnsemble’s ability to streamline both
teaching and professional workflows, its potential to help students
“get unstuck” (P4stud) and access useful “feedback” (P8inst), they also
raised important concerns about the potential for over-reliance on
AI, particularly in educational contexts. Several instructors worried
that students might become too dependent on AI-generated outputs,
bypassing essential learning experiences such as manual iteration
and critical thinking.

P4, a student with prior experience as both an instructor and
design practitioner, stressed the importance of hands-on learning,
saying “students should have the experience of actually doing it
instead of just generating everything randomly.” P8inst also voiced
concern over students relying too heavily on AI-generated assump-
tions. He said: “Designing on assumptions is not a good thing... I
would tell students to be very cautious with the assumptions the
AI engine makes.”

To address these concerns, participants suggested ways to con-
trol AI’s role and the extent of it in the design process. For instance,
P10inst recommended introducing AI only after students have com-
pleted certain tasks manually, allowing them to first engage with
the design process before using AI to support their iterations. P5prac
proposed an interesting idea, suggesting that there could be a panel
that allows instructors to precisely control the level of AI engage-
ment by specifying which node types can use AI capabilities. He
said:

“A toggle button to control AI engagement could

be useful... depending on the workshop, AI could be
used only for certain tasks.”

He explained that instructors could grant permission to use
AI once students complete specific tasks in earlier stages. For ex-
ample, after conducting interviews and manually creating initial
personas, students could then use AI to generate additional per-
sonas grounded in the data from their interviews—maintaining a
balance between hands-on practice and AI-assisted exploration.

Additionally, participants suggested incorporating validation
mechanisms into the system. P7stud proposed that after generating
AI-driven ideas, StoryEnsemble could prompt users to accept or
reject them, encouraging designers to critically assess the outputs
rather than blindly accepting them: “The system could nudge users
to accept or reject AI-generated ideas, forcing them to check and
validate the data.”

7 Discussion

7.1 Summary

In this work, we explored how generative AI can support itera-
tive design processes by developing StoryEnsemble, a system that
enables users to easily explore and iterate across multiple stages
of design thinking. While prior systems such as DynEx [44] and
IdeaSynth [52] also support divergent and convergent workflows
through structured UI generation or research idea synthesis, they
focused primarily on generation within specific stages. In contrast,
our goal was to address a broader challenge of fragmentation across
design stages by introducingmechanisms such as dependency track-
ing, cascading updates, and backpropagation.

Our evaluation showed that StoryEnsemble effectively supports
dynamic exploration and iteration through a combination of AI-
generated suggestions, revision prompts, and propagation mech-
anisms. Iteration was supported through direct editing, feedback-
triggered updates, and AI-assisted revisions, with participants fre-
quently using forward and backward propagation to cascade changes
across connected nodes. These features enabled participants to
revise earlier ideas based on later-stage insights and vice versa,
helping them break out of linear flows and engage in multi-level
iteration. They also adopted a range of workflows—bottom-up, top-
down, and hybrid—demonstrating the flexibility of the system in
supporting both structured and improvisational design strategies.

These findings highlight the importance of supporting non-
linear, iterative processes. Rather than enforcing a fixed, stage-
by-stage progression, design systems should allow users to revisit
any stage, propagate changes efficiently, and explore multiple paths
with minimal friction. As demonstrated by StoryEnsemble, sup-
porting tightly linked representations, lightweight revisions, and
multiple entry points offer a promising model for supporting dy-
namic exploration and iteration in multi-stage creative processes.

7.2 Design Implications

Traditional design processes, such as design thinking, often strug-
gle with complexity and the inherent messiness of interdependent
tasks, where changes in one stage affect others, making it difficult to
manage under tight deadlines or resource constraints. StoryEnsem-
ble addresses these challenges by visualizing and managing these
interdependencies through a node-link interface and allowing bi-
directional change propagation to observe the design changes in
real-time. As users are freed from manually updating every step,
StoryEnsemble facilitates effortless iteration, encouraging a more
dynamic and integrated approach to the design process.

Beyond the system, our work offers comprehensive perspectives
from students, instructors, and practitioners regarding the poten-
tial of incorporating generative AI in the design process. P9inst
shared how she has already accepted the fact that she cannot pre-
vent students from using AI and explained that she started asking
students to simply describe how they have used it for their work.
If co-creation becomes the norm in the near future, our work will
contribute rich insights on the system design opportunities and
tensions for this paradigm shift in the design process.

The mechanisms we developed to manage interconnected de-
sign artifacts—such as dependency tracking, cascading updates, and
bidirectional propagation—may generalize to other domains with
similarly interdependent structures. For example, in software de-
velopment, updating one module may require adjustments across
related components; in content creation, narrative changes in a
script may cascade to visuals, audio, or pacing; in education, learn-
ing objectives often shape assessments and instructional materials
in a co-evolving process; and in video authoring, changes to a scene
or storyline may affect timing, transitions, and supporting media
assets. Supporting such interdependencies requires tools that can
maintain coherence while allowing flexible iteration—a challenge
our approach addresses and one that future systems across these
domains may benefit from.
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7.3 Ethical and Pedagogical Implications

One important consideration raised in this study relates to the
ethical and pedagogical concerns regarding AI over-reliance, partic-
ularly in educational contexts. Several participants highlighted the
risks of students relying too heavily on AI-generated content, po-
tentially bypassing critical design skills that can only be developed
through hands-on experience and critical reflection.

As noted by P4stud and P8inst, a balance must be maintained
between leveraging AI for efficiency and ensuring students engage
with foundational design principles. Without appropriate guidance,
students may mistakenly equate the use of AI-generated sugges-
tions with mastering the design process, which may lead to a su-
perficial understanding of key concepts.

To address these concerns, participants recommended diverse
ideas such as introducing AI later in the design process, provid-
ing a control to regulate AI’s availability, and requiring users to
actively reflect on AI-generated outputs via validation prompts.
These insights can be useful as we design future systems and tools
powered by AI and as AI becomes more integrated into educational
practices.

7.4 Limitations and Future Work

Study Design. While our exploratory study provided broad insights
into the potential of StoryEnsemble, more controlled, comparative
studies are needed to answer specific questions such as whether
AI-enhanced design leads to more creative or diverse solutions
than traditional methods. These studies could also explore the role
of StoryEnsemble in supporting various design stages in greater
depth.

Long-term Deployment Study. A long-term deployment study
could offer further insights into how generative AI can support
sustained design projects and team-based workflows. This would
help to evaluate StoryEnsemble’s effectiveness over time and assess
its role in supporting co-creation with AI in different contexts.

Extending System: Adding More Tools. Future development of
StoryEnsemble could expand its utility by incorporating additional
tools. As Hehn et al enumerated in their work, there are diverse tech-
niques and methods in design [33]. For example, for need-finding,
designers can choose from several methods such as customer jour-
ney, empathy map, and 5 whys. For prototyping, in addition to
storyboard, designers can choose paper prototype, digital wire-
frame, as well as high fidelity prototype. In fact, participants such
as P8 suggested adding empathy maps or journey maps, which
are integral to many design workflows. There is also potential for
supporting collaboration and enhancing system’s feedback mecha-
nisms by synthesizing user feedback across stages, providing users
with a more comprehensive view of insights that emerge from
design research or user studies.

Extending System: Projecting Possibilities through Generative Sim-
ulation. StoryEnsemble’s generative capabilities open up exciting
possibilities for extending the system into simulation-based re-
search (akin to [49, 50]). Future iterations could leverage the tool’s
persona and scenario generation to help researchers explore poten-
tial user impacts across diverse contexts. For instance, policy re-
searchers could use the system to simulate how proposed programs
might affect different demographic groups, generating synthetic

user scenarios to identify previously overlooked perspectives or
potential implementation challenges. Similarly, design teams could
use the tool to proactively explore user experiences across varied
socioeconomic, cultural, or accessibility contexts, expanding tradi-
tional research methodologies by rapidly generating and iterating
through multiple potential user scenarios. This approach would
transform StoryEnsemble from a design exploration tool into a
powerful platform for scenario planning and social impact assess-
ment, enabling more comprehensive and imaginative approaches
to understanding complex user ecosystems.

Preventing Overreliance on AI. Our study raised concerns about
students over-relying on AI-generated content, especially in educa-
tional settings. One solution proposed by participants is to regulate
AI engagement based on the task or stage of the process. This could
be managed by providing clear guidelines on when to use AI and
ensuring that users have the opportunity to engage manually be-
fore incorporating AI-generated suggestions. We could also explore
techniques such as frictions, interventions that force users to cog-
nitively engage with the AI-generated artifact [37]. Our intention
is not to replace these critical aspects of the design process but to
view AI as a complementary tool, addressing limitations in current
design thinking processes such as the costly nature of getting feed-
back and generating artifacts such as storyboard to communicate
ideas [36].

Identifying Scenarios Where Generative AI is Most Effective.While
highlighting the potential of AI in HCI, Schmidt et al. also em-
phasized the need to define when AI should be used [60]. In our
evaluation study, we explored, to some extent, how StoryEnsemble
and generative AI could be useful or preferred. For example, par-
ticipants generally felt AI would be helpful for teaching and using
design thinking, while they were mixed about using it for learning
design thinking. Within the context of learning design thinking,
instructors had clear views on when AI would be beneficial. For
instance, they saw value in using AI to demonstrate the full design
thinking workflow with a simplified example, but expressed con-
cern about novice students relying on AI independently, potentially
leading to misunderstandings of core principles—such as the impor-
tance of engaging real users in the design process. Further research
is needed to understand the nuances and reveal when AI is accept-
able or even preferred. For example, Salminen et al. found that
using AI to generate more personas can improve the representation
of demographically diverse populations and benefit media-based
projects where having demographically diverse representation is
essential [58].

8 Conclusion

In this work, we explored how generative AI can address key chal-
lenges in the design thinking process, particularly in supporting
exploration, iteration, and feedback collection. While design think-
ing emphasizes iterative, user-centered problem-solving, practical
constraints—such as time constraints and difficulty of engaging
users for feedback—often hinder its full application. We introduced
StoryEnsemble, a system that integrates generative AI to stream-
line the design thinking workflow, enabling rapid exploration of
ideas, flexible iteration across interconnected stages, and efficient
feedback collection. Our formative study identified key challenges
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faced by students, instructors, and practitioners, and our evaluation
demonstrated that StoryEnsemble supports rapid exploration and
flexible iteration of ideas. This work contributes a novel approach
to AI-integrated design thinking, offering insights into the opportu-
nities and challenges of incorporating AI into creative workflows,
while emphasizing the importance of recognizing AI’s limitations
and ethical considerations.
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A Appendix

A.1 User Study

Figure 18: The workspace of P1prac after completing the user study task
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Figure 19: The workspace of P2prac after completing the user study task
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Table 3: Some of the topics provided to user study participants as a reference to choose from. They were also free to choose a

topic outside this list. The bold indicates topics participants chose.

Topic Background Task

Financial Literacy (P1) Many individuals struggle with managing their finances due to a lack
of accessible and engaging educational resources.

Help users better understand and man-
age their finances.

Health and Wellness Track-

ing (P5)
Tracking health and wellness metrics can help individuals lead healthier
lives, but existing tools often fail to engage users consistently.

Design a tool that helps users engage
with their health and wellness.

Education and Learning (P8) Educational experiences vary widely in effectiveness, often depending
on how well they cater to individual learning needs and styles.

Enhance educational experiences by ad-
dressing diverse learning needs.

Personalized News Con-

sumption (P4)
The rise of digital news has led to concerns about echo chambers and
misinformation. Users need tools that allow them to consume news
that is both personalized and balanced.

Enable personalized and balanced news
consumption.

Gamification of Learning

(P7)
Gamification has been shown to increase engagement and motivation
in learning, but its application in education is still evolving. Effective
design is key to balancing fun and educational value.

Make learning more engaging through
innovative approaches.

Sustainable Living (P3) Environmental sustainability is becoming increasingly important, but
many people struggle to incorporate sustainable practices into their
daily lives.

Create a way to encourage and support
sustainable living practices.

Digital Wellbeing (P2) The pervasive use of digital devices can lead to challenges in maintain-
ing a balanced lifestyle, impacting both mental and physical health.

Develop a solution that promotes
healthy digital habits.

Accessibility in Public Spaces Public spaces are essential for community interaction, but they are
often not fully accessible to all individuals. This can create barriers to
participation and inclusion.

Design a solution that enhances accessi-
bility in public spaces for diverse users.

Remote Work Collaboration The rise of remote work has transformed how teams collaborate, bring-
ing new challenges in communication, coordination, and maintaining a
sense of connection.

Improve the experience of remote team
collaboration.

Smart Home Interfaces As smart home technology becomes more prevalent, users face chal-
lenges in managing multiple devices with varying levels of complexity.

Simplify and improve the interaction
with smart home technology.

Transportation and Mobility Urban mobility is a critical issue, with challenges such as traffic con-
gestion, inefficient public transport, and accessibility for people with
disabilities.

Improve urban mobility and the user
experience of transportation.

A.2 Pipeline & Prompts

Table 4: System-wide prompts used with other prompts to enforce response format.

Prompt Type Prompt

Enforce response JSON schema Output a JSON object that fits the schema based on the user message.

JSON SCHEMA: """
{jsonSchema}
"""
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Table 5: Prompts for generating and regenerating user personas.

Prompt Type Prompt

Generate personas User personas are detailed descriptions of fictional characters that represent
different user types. They help designers gain empathy for their users and
understand their needs, goals, and behaviors.

Keep the values short and to the point and use emojis where possi-
ble.
Avoid repeating the same information in different values.

Use an alliterative adjective and first name to create a memorable name for the
persona.
Create {numberOfVariations} personas based on the given context.

Context: """
{context}
"""

Regenerate personas User personas are detailed descriptions of fictional characters that represent
different user types. They help designers gain empathy for their users and
understand their needs, goals, and behaviors.

Keep the values short and to the point and use emojis where possi-
ble.
Avoid repeating the same information in different values.

Use an alliterative adjective and first name to create a memorable name for the
persona.

Update the given personas based on the new context/instructions, keeping
the essence of the persona intact, but making necessary changes to ensure
cohesiveness.

When the context requests regenerating personas based on updated
problems:
- Rewrite the personas to directly address the problems.
- Remove any information that isn’t directly related to the new problems.

Personas: """
{personas}
"""

Context: """
{context}
"""
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Table 6: Prompts for generating and regenerating problem statements.

Prompt Type Prompt

Generate problem statements A problem statement is a description of an issue designers are trying to solve.
A good problem statement should be centered on specific people and their
needs.
It should be narrow enough to be manageable but broad enough to explore a
variety of solutions.
A problem statement should be a statement and not a question.
A problem statement should not be a hypothetical solution or strongly suggest
a single solution.

Keep values short and to the point and use emojis where possible.
Avoid repeating the same information in different values.
Create {numberOfVariations} problem statements based on the given context.

Context: """
{context}
"""

Regenerate problem statements A problem statement is a description of an issue designers are trying to solve.
A good problem statement should be centered on specific people and their
needs.
It should be narrow enough to be manageable but broad enough to explore a
variety of solutions.
A problem statement should be a statement and not a question.
A problem statement should not be a hypothetical solution or strongly suggest
a single solution.

Keep values short and to the point and use emojis where possible.
Avoid repeating the same information in different values.

Update the given problem statements based on the new context/instructions.
Keep the essence of the problem statement intact, but make necessary changes
to ensure cohesiveness.

When the context requests regenerating problems based on updated
personas:
- Rewrite the problem statements to directly address the personas.
- Remove any information that isn’t directly related to the new personas.

When the context requests regenerating problems based on updated
solutions:
- Rewrite the problem statements to directly address the solutions.
- Remove any information that isn’t directly related to the new solutions.

Problems: """
{problems}
"""

Context: """
{context}
"""
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Table 7: Prompts for generating and regenerating solutions.

Prompt Type Prompt

Generate solutions A design solution is a proposal for addressing specific problems or user needs.
Solutions don’t have to be perfect, but instead should be a starting point for
further refinement and iteration.

Keep values short and to the point and use emojis where possible.
Avoid repeating the same information in different values.
Create {numberOfVariations} solutions based on the given context.

Context: """
{context}
"""

Regenerate solutions A design solution is a proposal for addressing specific problems or user needs.
Solutions don’t have to be perfect, but instead should be a starting point for
further refinement and iteration.

Keep values short and to the point and use emojis where possible.
Avoid repeating the same information in different values.

Update the given solutions based on the new context/instructions.
Keep the essence of the problem statement intact, but make necessary changes
to ensure cohesiveness.

When the context requests regenerating solutions based on updated
problems:
- Rewrite the solutions to directly address the problems.
- Remove any information that isn’t directly related to the new problems.

When the context requests regenerating solutions based on updated
storyboards:
- Rewrite the solutions to directly address the storyboards.
- Remove any information that isn’t directly related to the new storyboards.

Solutions: """
{solutions}
"""

Context: """
{context}
"""
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Table 8: Prompts for generating a storyboard outline and image prompts.

Prompt Type Prompt

Generate storyboard outline You are an AI assistant tasked with creating a detailed storyboard outline for
design thinking based on specific dimensions and their assigned values.
Use the given dimensions to generate a coherent storyboard outline to visualize
a problem, solution, and the surrounding context.

The title is a sentence summarizing a story about the user situation,
problem, solution, and resolution.
Example title: "A seed catalog app that lets users watch videos instead of
reading plant info."

Generate an outline with at least 4 frames.

The frame outline contains a brief description for each frame in the
storyboard.
The description should tell a cohesive story about the user situation, problem,
solution, and resolution.
Each frame description should describe key observations and actions in the
frame.

Each frame outline also contains a caption that will be displayed di-
rectly below the visuals as part of the storyboard.
The caption should add clarity and context to the visual image.
The caption should be shorter than the frame description since it will be
displayed directly below the visual image.

When the context requests regenerating storyboards based on updated
personas, problems, and solutions:
- Revise the storyboard to address the personas, problems, and solutions.
- Remove any information that isn’t directly related to the new personas,
problems, and solutions.

Outline Example:
Context: """
{context}
"""
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(Table 8. continued)

Prompt Type Prompt

Generate storyboard image
prompts

Given the outline for a storyboard with {numFrames} frames, generate a list of
image prompts for each frame.

Each frame outline contains an image prompt and imageNegativePrompt used
to generate visuals for the storyboard frame.
The image prompt should be based on the frame description but focus on
describing the visual elements.
The image prompt should briefly describe the subject using key adjectives.
Additionally, it should describe the setting, lighting, and any other relevant
visual details.
Wrap terms in (#weight) to adjust the importance of the term in the image.
The weight should be a number between 0 and 1.
Do not set the weight for random terms, only for essential terms required for
the subject and action.
The image prompt within a single outline should be consistent in style and
form to ensure cohesive visual narrative.
Consider using specific details such as colors, textures, and other style
modifiers.
Shot types such as wide shot, medium shot, close-up, etc. can be used to
specify the framing of the image. Choose the shot type that best suits the frame
description.
The negative prompt should omit things that are difficult for AI to generate or
are not relevant to the frame.
Include the full name of people to ensure consistent characters across all frames.

Frames: """
{frames}
"""

Visual Character Descriptions: """
{visualCharacterDescriptions}
"""

Table 9: Prompts for generating image prompts and visual character descriptions.

Prompt Type Prompt

Generate illustrative image
prompt

Using the following idea, generate an image prompt and image negative
prompt to generate an illustrative image that represents the key elements of
the idea.
Describe a scene which is a visual metaphor for the persona, problem, or
solution described in the idea.
Prompts should be short and focus on the visual metaphor and not overly
describe the characters.
Describe the image in literal visual elements of the image, not the message or
meaning of the image.

Idea: """
{idea}
"""
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(Table 9. continued)

Prompt Type Prompt

Generate problem illustrative
image prompt

Generate an image that depicts a problem and helps to build empathy.
Generate a prompt for the image which describes the scene that depicts the
problem. Negative prompts describe what the scene should not include.

Problem: """
{problem}
"""

Generate visual character de-
scriptions

Generate visual character descriptions used to ensure visual consistency
between different artists and illustrations.
Generate a visual character description used to illustrate the following idea.

Idea: """
{idea}
"""

Table 10: Prompts for generating feedback on design artifacts.

Prompt Type Prompt

Generate persona feedback You are an UX designer given a persona.
Brainstorm questions to evaluate this persona being used for design thinking.

- Consider any information that is missing, but could be useful.
- Example: If we know the persona is a salesperson, it may be useful to know
what kind of product they sell?
- Consider the accuracy and consistency of the persona.
- Example: If a persona is experienced, but only has a few years of experience
this may be incorrect.
- Consider alternative persona values which may be useful.
- Example: If a persona is a salesperson, could a sales manager be another
useful persona to consider.

Persona: """
{persona}
"""
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(Table 10. continued)

Prompt Type Prompt

Generate problem feedback You are an UX designer given a problem statement.
Brainstorm questions to evaluate this problem statement being used for design
thinking.
Focus on the quality of the problem statement rather than solutions.

- Consider any information that is missing, but could be useful.
- Example: If we know a salesperson is struggling to find qualified leads, it may
be useful to know what strategies they have tried.
- Consider the accuracy and consistency of the problem statement.
- Example: If a salesperson struggles to make a connection, but can find
qualified leads, this may be incorrect since qualified leads require connections.
- Consider alternative or related problem statements which may be useful.
- Example: If a salesperson struggles to find qualified leads, they may also
struggle with finding leads in general.

Problem: """
{problem}
"""

Generate solution feedback You are an UX designer given a solution.
Brainstorm questions to evaluate this solution being used for design thinking.

- Consider if any information that is missing, but could be useful.
- Example: If we want to create a networking mobile app, what are the key
features of the app?
- Consider the accuracy and consistency of the solution.
- Example: A high-tech drone solution to deliver food to low-income families
may be infeasible as the solution may be too expensive.
- Consider alternative or related solutions which may be useful.
- Example: If our solution helps a salesperson find leads, it may be useful to
also have a solution for qualifying those leads.

Solution: """
{solution}
"""

Generate storyboard feedback You are an UX designer given a storyboard.
Brainstorm questions to evaluate this storyboard being used for design thinking.

Storyboard: """
{storyboard}
"""

Generate group feedback You are an UX designer given a list of nodes representing personas, problems,
solutions, and storyboards.
Brainstorm questions to evaluate these nodes being used for design thinking.

Nodes: """
{nodes}
"""
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Table 11: Prompts for generating autocomplete recommendations.

Prompt Type Prompt

Generate problems recommen-
dations

Generate autocomplete suggestions for descriptions of a general group of
problems based on the provided personas.
Suggestions should be a couple of words.

Nodes: """
{nodes}
"""

Generate solution recommenda-
tions

Generate autocomplete suggestions for descriptions of a general group of
solutions based on the provided problems.
Suggestions should be a couple of words.

Nodes: """
{nodes}
"""

Generate dependent storyboard
recommendations

Generate autocomplete suggestions for the title of a general group of
storyboards based on the provided personas, problems, and solutions.
The title should generally describe the plot of the storyboard.

Nodes: """
{nodes}
"""

Generate more personas recom-
mendations

Generate autocomplete suggestions for descriptions of a general group of
personas which differ from the provided personas.
Suggestions should be a couple of words.

Nodes: """
{nodes}
"""

Generate more problems recom-
mendations

Generate autocomplete suggestions for descriptions of a general group of
problems which differ from the provided problems.
Suggestions should be a couple of words.

Nodes: """
{nodes}
"""

Generate more solutions recom-
mendations

Generate autocomplete suggestions for descriptions of a general group of
solutions which differ from the provided solutions.
Suggestions should be a couple of words.

Nodes: """
{nodes}
"""

Generate more storyboard rec-
ommendations

Generate autocomplete suggestions for the title of a general group of
storyboards which differ from the provided storyboards.
The title should generally describe the plot of the storyboard.

Nodes: """
{nodes}
"""
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(Table 11. continued)

Prompt Type Prompt

Revise node recommendations Generate suggestions for specific instructions to update/change the following
design thinking nodes.
Nodes will be either personas, problems, solutions, or storyboards.
Suggestions should focus on variations or edits to existing nodes.
Constrain suggestions to 100 characters.

Nodes: """
{nodes}
"""
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Figure 20: Pipeline for building a storyboard: (A) Persona, problem, and solution inputs are used to generate a (B) text

storyboard outline that includes a title and frames consisting of a caption and description. (C) Visual character descriptions

help to maintain visual consistency between the design artifacts and the storyboard. The storyboard outline is used to generate

(D) image prompts in a single LLM invocation to ensure continuity across frames. (E) Images are generated in parallel using

image prompts from the previous step.
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